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Abstract

In the context of Industry 4.0, an emerging trend is to increase the reliability of industrial process by using machine learning (ML) to detect anomalies of production machines. The main advantages of ML are in the ability to (1) capture non-linear phenomena, (2) adapt to many different processes without human intervention and (3) learn incrementally and improve over time. In this paper, we take the perspective of IT system architects and analyse the implications of the inclusion of ML components into a traditional anomaly detection systems. Through a prototype that we deployed for chemical reactors, our findings are that such ML components are impacting drastically the architecture of classical alarm systems. First, there is a need for long-term storage of the data that are used to train the models. Second, the training and usage of ML models can be CPU intensive and may request using specific resources. Third, there is no single algorithm that can detect machine errors. Fourth, human crafted alarm rules can now also include a learning process to improve these rules, for example by using active learning with a human-in-the-loop approach. These reasons are the motivations behind a microservice-based architecture for an alarm system in industrial machinery.
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1. Introduction

Today’s competitive industrial landscape is pushing industries towards shorter product development life-cycle and better production efficiency. These objectives are implying increased automation and monitoring of production machines, driving towards the Industry 4.0 [7]. In this context, more reliable anomaly detection systems are needed to orchestrate industrial machines.

* Corresponding author. Tel.: +41 26 429 65 67
E-mail address: lorenz.rychener@hefr.ch

10.1016/j.procs.2020.03.137
Anomaly Detection (AD) has to deal with a plethora of different issues. The most prominent are: the existence of different categories of anomalies (point, contextual, collective), the definition of the normal behaviour of the system and its allowed evolution, the dependency to a domain, the rarity of examples of anomalies and the differentiation from noise [3].

Machine learning (ML) and more recently deep learning (DL) enjoy increasing popularity for anomaly detection. The main advantages of such data-driven systems are their ability to capture non-linear phenomena, adapt to many different processes without human intervention, learn incrementally and improve over time [2, 17, 6].

Different application cases of monitoring industrial machinery have been explored such as in power generation systems [4], oil industrial machinery like motors turbines and pipelines [19], vehicle and aircraft engines [18] and production, eg. slitting-, machines [9]. Closely related to AD, some work has been done to address the detection of fraudulent behaviour or malicious attacks on Cyber-Physical Systems (CPS) [5] in addition to automatic sensor fault detection [20].

In this paper, we present an approach to solve the challenges induced by the integration of ML into the world of industrial machinery. This approach starts with a review of the challenges caused by the monitoring of industrial processes. Then, we discuss the integration of machine learning into an industrial process. Finally, the architecture of an alarm system that combines classical and machine learning approaches to fault detection is proposed. The different parts of the architecture are designed to fit into a microservices running on a container orchestrator.

2. Industrial Process Monitoring

In the paradigm of Industry 4.0, physical and software components are often intertwined and form a so-called cyber-physical system [1]. Monitoring such systems usually brings some challenges.

At first, industrial processes are diverse and the associated data can be stationary, cyclic and/or including random variabilities. For each process, multiple types of anomalies can be observed such as drops, drifts or time-related desynchronizations. Additionally, there can be multiple sensors, making the anomaly detection a multi-variate problem for which correlations between the sensors can be present or not.

Second, the current trend is to monitor the production processes continuously and to detect abnormal behaviour in real-time. Therefore, the systems need a high level of reactivity on a stream of heterogeneous data. Such a requirement increases the computational demand, the data storage and the number of actionable algorithms to tackle the problem at hand (see application cases in section 1).

Third, the quantity of examples of anomalies is usually low, while the quantity of data related to normal behaviour is large. The rarity of anomalies makes it especially difficult when it comes to building detection rules and a large deal of a priori human knowledge on the production process is usually needed [3, 17].

Now, we can reasonably advocate that Machine Learning could offer solutions to the issues described above. The data-driven approach can be self-adaptive, it has a high dimensional learning capability and is, by nature, deployable on many different application cases (i.e. machine types). Unsupervised methods can typically be applied to model the normal behaviour of a machine, and any deviation from the expected behaviour predicted by the model could be considered as an anomaly [23]. Supervised methods could then be applied as soon as enough examples of anomalies are available, potentially using incremental learning on top of the unsupervised model [6].

3. Inclusion of Machine Learning in Industrial Processes

Successful inclusion of machine learning into an industrial process implies that the three challenges from Section 2 are addressed. In this section, the three challenges are discussed taking into account the technical requirements of a machine learning application.

The first challenge is the data diversity which is due to the diversity itself of the underlying industrial processes. Machine Learning is by nature versatile through the learning process which reduces the effort to handle this diversity. Recent advances in the field of Deep Learning also require less and less human intervention, e.g. with the capacity to learn the feature extraction part out of raw data. Another aspect of Machine Learning is in its capacity to model multivariate data, finding correlation in a large number of dimensions where classical statistical methods are typically failing.
The second challenge refers to the 3 Vs nature of data-intensive applications, so-called big data: volume, variety and velocity [13]. As in the last decade, many software applications have been created to address the aforementioned dimension, today’s available solutions benefit from a great level of maturity like e.g. Apache Kafka as a distributed stream platform or Apache Cassandra as a distributed database. Recent Machine Learning models are also based on so-called computational graphs with highly parallelizable architectures that fit well on dedicated computational hardware such as GPUs. Libraries such as Tensorflow or PyTorch are exploiting such features to handle the intensity of the data to process.

The third challenge is about the rarity of anomalies, which makes the application of Machine Learning counter-intuitive as, by nature, many examples are needed for learning. Typical approaches are indirect, attempting to model the normality of the process where the quantity of data is large. Anomalies are then detected when the observed data deviate from the predictions done by machine learning. Whenever few or many examples of anomalies are becoming available, classical supervised approaches can be used. The collection of examples of anomalies is also non-trivial as it requires long-term storage of very large quantities of historical data. Depending on the frequency of anomalous incidents and depending on the availability of verified examples of anomalies, different machine learning approaches could be used. A formalisation of the applicable learning concepts is summarized in Table 1 that gives a typology to the industrial machine learning settings [21].

<table>
<thead>
<tr>
<th>Number of anomalies</th>
<th>Type A</th>
<th>Type B</th>
<th>Type C</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>Few</td>
<td>Many</td>
<td></td>
</tr>
<tr>
<td>Machine learning category</td>
<td>Unsupervised</td>
<td>Semi-supervised / Active learning</td>
<td>Supervised</td>
</tr>
<tr>
<td>Learning Concept</td>
<td>Deviation from normality</td>
<td>Discrimination of normality and abnormality</td>
<td>Classification of anomalies</td>
</tr>
</tbody>
</table>

4. Architecture

Classical supervision and anomaly detection systems were initially designed to detect simple events such as machine downtime or threshold overrun on a given sensor. As a consequence, classical system architectures are rather simple with, for example, short-term data storage and small processing capacity. Quite often, the detection is embedded in the machine itself and accessing sensor data or parameter settings can be challenging.

Here, we advocate for a de-centralized scalable system architecture meeting the prerequisites of being adaptable, maintainable and accommodating to the needs of ML [11] [22]. Similar to a notification system in healthcare [8], independent services need to be connected to collect data from sensor and trigger alarms when needed. Thus, we propose an architecture for the surveillance of machine health illustrated in Figure 1.

The proposed architecture is split into three layers with different concerns. The first is the Industrial Layer. It aims at the sensing, collection and storage of all industrial data. The second is the ICT-Service layer and acts as the data processing unit running software services such as event detection or machine learning models. The last layer is the User Layer. It is responsible for the provision of client interfaces targeting human and machine to interact with the whole system.

In the following sections, we provide further details about each block of the architecture, explaining their objectives in the context of industrial process monitoring.

4.1. Industrial Layer

Block 1 represents the industrial machinery from which sensor data and setting parameters are observed. Continuous streams of data are typically produced by potentially a large number of machines located in industrial shop floors. The streams of data can then be utilized by the alarm system.

Block 2.1 and 2.2 show sources of other contextual data. For instance, the manufacturing execution system (MES) or enterprise resource planning (ERP) system that could be used to augment the raw sensor data produced in block 1.
Block 3 is an industry 4.0 gateway able to transfer data between the machines, the alarm system and the data store. Such gateways typically allow to use multiple communication protocols and act as a buffer for a short-time window of historical data.

Block 4 represents the long-term storage database that will be used to create machine learning models. The architecture of such a system should be remote, de-coupled and based on Big Data technologies. This enables the storage to be scalable from one to multiple industrial machines [16].

4.2. ICT Services Layer

Block 5 acts as the detection agent tasked with finding specific data pattern that we will call events. This block is comprised of one or more microservices, each tasked with a singular event detection routine. These microservices need to be developed according to the requirements of the project at hand and could be as simple as detecting the login of a user or the data crossing over a threshold.

Block 6 is a machine learning based event detection system. It deals with the detection of machine learned patterns within the data.

Block 7 is the active learning feedback loop where the user interacts with the system in two different ways. First, with the rule induction system where the user verifies or discards learned rules. Second, with the training of the models based on the feedback given on the detected anomalies/events.

Block 8 is the rule induction system, tasked with finding patterns in the collected sequence of events. This leads to the discovery of new, more complex rules.

Block 9 is the rule-based decision engine. It takes the decision whether an event or a set of events triggers an alarm based on user-defined or machine induced rules. If the rule engine deems a rule to be violated, an alarm can be triggered.

Block 10 is the application that communicating alarm notifications to the clients. Also, it provides interfaces to communicate with the ICT services layer components. This application entails the management of the rules by the user. For instance, their creation, maintenance and feedback to the active learning component in block 7.

4.3. User Layer

Block 11 and 12 represent the devices and other presentation agents such as smartphones and/or web browsers.

5. Use Case Chemical Reactor

In this section, we present a partial implementation for the architecture proposed in Section 4. The use case is an industrial chemical reactor located in the chemical department of the School of Engineering and Architecture of Fribourg (see Figure 2.A). The reactor is used by students and scientific collaborators for chemical synthesis on a weekly basis. As there was a need to detect incorrect usage patterns on the platform, an automated fault detection system was commissioned.

5.1. Industrial Layer

At the first layer, the reactor (block 1) is equipped with sensors measuring the chemical synthesis carried out on a day to day basis. In total, there are thirty-nine sensors collecting measurements about electricity usage, valve openings, stirring speed and the temperature of the reactor and nine sensors that are measuring the pressure of the main valve supplying the reactor with the needed reaction components such as nitrogen, de-mineralized water or vacuum.

For the contextual data (block 2.x), we took the registration of the users and time reservation of the reactor logged by the school’s badging system. This information is interpreted as contextual events by the rule engine (block 9).

The data is sent to an Industry 4.0 Gateway (block 3), with the OPC-UA communication protocol [14]. From this gateway, the collected data is forwarded via a TCP/IP connection to the blocks analysing it and to the scalable data storage and processing platform (block 4) based on an Apache Cassandra database [16, 15].
5.2. ICT Service and User Layer

On this ICT service layer, we detect events based on the data coming from the gateway (block 3) with two different methods: simple threshold crossing and numerical differentiation over a sliding window. With these two applications, we can detect data fluctuations or predict when the main valve reaches pressure levels critical.

The three blocks (block 6,7,8) are envisioned to detect events and derive rules to be given to the rule engine (block 9). The algorithms are ongoing research to process heterogeneous sensor data in a generic way.

The rule engine (block 9) checks the sequences of events against a library of user-defined rules. If patterns are detected that corresponds to an entry, the rule engine triggers an alarm.
The alarm application (block 10) is developed with a Python Flask back-end. If a rule is violated an alarm message is emitted, with different severity levels. Depending on this level, a message is written to a log and/or directly sent to the responsible operator.

The front-end (block 11) is an application using the React JavaScript framework, where the operators create and manage the library of rules and logs of rule execution.

5.2. ICT Service and User Layer

On this ICT service layer, we detect events based on the data coming from the gateway (block 3) with two different methods: simple threshold crossing and numerical differentiation over a sliding window. With these two applications, we can detect data fluctuations or predict when the main valve reaches pressure levels critical.

The three blocks (block 6, 7, 8) are envisioned to detect events and derive rules to be given to the rule engine (block 9). The algorithms are ongoing research to process heterogeneous sensor data in a generic way.

The rule engine (block 9) checks the sequences of events against a library of user-defined rules. If patterns are detected that corresponds to an entry, the rule engine triggers an alarm.

The alarm application (block 10) is developed with a Python Flask back-end. If a rule is violated an alarm message is emitted, with different severity levels. Depending on this level, a message is written to a log and/or directly sent to the responsible operator.

The front-end (block 11) is an application using the React JavaScript framework, where the operators create and manage the library of rules and logs of rule execution.

5.3. Monitoring Example and Limitations

Figure 2.B shows the main valve pressure of the nitrogen usage during a day of activity and highlights three reactor states: turned off (green), turned on (yellow) and an intermediate transition state (blue). On the plot (dark yellow), sections 1 and 2 show two regions of different usage patterns. In this region, each pressure drop represents an opening and closing of a valve by an operator.

An alarm should be triggered, when an abnormal usage pattern occurs. In areas like region 1, where the pressure is mostly stable, a threshold could be sufficient. But as the region 2 shows, the pressure can also be unstable. Therefore, a threshold system would produce many false negatives. To ensure the reliability of this system, a more elaborate and adaptive ways to detect abnormal usage pattern is needed. Classical methods, such as described in Section 5.2, are not sufficient for such a task. Therefore the inclusion of ML in the monitoring of modern industrial machinery is an inevitable step.

In Figure 2.B, a single signal of one sensor is shown, which highlights the need of ML. In reality, usage patterns are the products of different, interdependent chemical components, thus are based on multiple signals from different sensors. The detection of abnormal usage patterns then becomes a multivariate problem where machine learning methods could help to model all the non-linearities we are facing.

These two examples demonstrate why ML is necessary in the alarm detection and the validity of a modular microservice based architecture. There will be a multitude of detection tools needed to cover all different possibilities of failure in a industrial chemical reactor.

6. Discussion

The inclusion of ML in industrial machines is nowadays possible, as a result of the trends in IoT and Industry 4.0, but it induces some technical challenges. For instance, what modifications does a classical rule-based system need to be able to incorporate ML? How such changes influence software architecture? What are the suited algorithms to detect anomalies with machine learning for any specific real-world application and finally, what kind of technologies are needed to process these data streams in real-time?
In this study, our first result provides an approach to the monitoring of an industrial process including a machine learning work-flow. Of the three highlighted challenges, data diversity and big data nature are well understood. They refer to problems that have already been extensively discussed in applications such as Apache Spark\cite{27, 26}, Apache Kafka\cite{10} or Apache Cassandra\cite{12}.

The rarity of anomalies is a more complex problem as model generalization is only obtainable with enough historical data. The three types of detection settings defined in section 1 provide a way to choose a ML strategy taking into account different quantities of anomalies.

One of these aforementioned strategies could be used to start the development of a ML-based AD system but shows some limitations depending on the domain and type of anomaly in section 2. Therefore, in a more advanced phase of the ML-based AD system development, multiple models should be used simultaneously. One model is responsible to detect unknown anomalies, while it is under supervision by a operator driven feedback loop. Such as a semi-supervised anomaly detection (SSAD) system will therefore improving its detection rate over time \cite{6}. At the same time, a additional model should be responsible for AD where enough tagged anomalies can be provided.

Our second result provides a modular software architecture to updates a classical rule-based system into a machine learning one. The integration of microservices for cyber-physical systems have some documented benefits like maintainability, scalability, the delegation of team responsibilities, DevOps support, fault tolerance and separation of software responsibilities \cite{24}. Furthermore, the use of a container orchestrator would automate the deployment, scaling and system management. The different block created in the architecture are increasing the reusability and provide good adaptability for different application cases \cite{25}.

Due to the uniqueness of industrial machinery, a custom development and individual retraining is required. In comparison with the creation of rules for each machine by hand, we expect an overall improvement in accuracy of fault detection. In the long term, such an investments should reduce the production costs of a shop floor.

Finally, our architecture provides a comprehensive way to talk about a part of a ML-based AD system and tries to go into the direction of standardization. A common naming convention to talk about the different parts of such a system would improve the communication between people. In general, we believe that the cost of implementation and maintenance could be reduced, a better interoperability reached which results in a improved detection of anomalies.

7. Conclusion

In this paper, we highlighted the potential issues of Industrial Process Monitoring (see section 2) being the diversity of processes, the reactivity of detection systems and the inherent rarity of anomalies in the day to day runtime of machines. Further, reviewed the challenges in the creation of such monitoring systems. Then we showcased that a possible tool in solving these issues is machine learning.

In Section 4, we proposed an architecture for a general alarm system that combines classical detection (e.g. threshold based) and modern, machine-learned detection of production issues. We showed the different building blocks and made a case for the additional ML-parts and why they are a necessity for a complete coverage of event detection and implementation of an alarm system.

Finally, we made a case for the architecture to be based on modular microservices. Since, this allows to adapt and reuse modules for different application cases without big ground breaking adjustments. Further, is there no general solution for the complete monitoring of a modern industrial machine and therefore combinations of different detection approaches are needed based on a case by case basis.
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In general, we believe that the cost of implementation and different parts of such a comparison with the creation of rules for each machine by hand, we expect an overall improvement in accuracy of different application cases [25].

Supervised anomaly detection (SSAD) system will therefore improving its detection rate over time [6]. At the same time, a additional model should be responsible for AD where enough tagged anomalies can be provided.

The rarity of anomalies is a more complex problem as model generalization is only obtainable with enough historical data. This is where machine learning algorithms are particularly useful, as they can learn from patterns in data to make predictions or decisions.

The use of machine learning algorithms for anomaly detection is becoming increasingly popular due to their ability to detect anomalies in complex and high-dimensional data. However, there are still challenges to be addressed, such as the need for high-quality labeled data and the potential for overfitting.

In conclusion, the use of machine learning algorithms for anomaly detection has the potential to significantly improve the accuracy and effectiveness of anomaly detection systems. However, further research and development is needed to address the challenges associated with this approach.
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