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AbstrAct

Simulation or emulation of mobile ad hoc net-
works (MANET) is used to predict or analyze the 
performance of MANETs under various scenari-
os. One challenge is to emulate realistically the 
MANET’s radio performance. Running the Extend-
able Mobile Ad Hoc Network Emulator (EMANE) 
framework, we show how to reproduce measured 
characteristics, namely throughput and round-trip 
time, of real tactical radios using wideband or nar-
rowband TDMA-based waveforms. Additionally, a 
solution to simulate rate adaptation is proposed. 
An introduction to EMANE and the EMANE radio 
model plugins is also provided. 

IntroductIon
In this work we aim to reproduce real mobile ad 
hoc networks’ (MANETs’) performance using an 
emulated environment: the Extendable Mobile 
Ad Hoc Network Emulator (EMANE) [1], promot-
ed by the NATO IST-124 task group. We rely on 
the technical description and reference measure-
ments performed under lab conditions to assess 
the behavior of the waveforms. This information 
allows us to define medium-fidelity models of the 
real tactical radios.

Using the EMANE framework [1], the nodes 
forming a MANET are represented by Linux con-
tainers (LXCs) similar to the computers embedded 
in real tactical radios. The radio transmission at 
the physical layer and the medium access control 
(MAC) protocols are simulated by the EMANE 
plugins. 

The EMANE framework offers components 
focused “on real-time modeling of links and phys-
ical layer connectivity so that network protocol 
and application software can be experimentally 
subjected to the same conditions that are expect-
ed to occur in real-world mobile, wireless network 
systems. The EMANE architecture provides for Net-
work Emulation Modules (NEMs) that can be asso-
ciated with computer system (real or virtualized) 
network stacks as interfaces. The EMANE frame-
work further provides an event-driven control bus 
and logging facilities.” as quoted from [1].

The next section introduces EMANE and its 
usage for the emulation of MANETs. We describe 
the topology and the basic radio characteristics. 
We describe the implementation of the time-divi-
sion multiple access (TDMA) MAC protocol. The 
performance results, measured and simulated, are 

compared in later sections. The last section con-
cludes with the outcome of this work.

EMAnE IMplEMEntAtIon
The EMANE environment is created following the 
guidelines described in the EMANE tutorial [2].

A MANET node is created by running a NEM 
inside a Linux virtual container ( LXC), as pre-
sented in Fig. 1. An LXC is created in the Ubuntu 
14.04 operating system. Each node is therefore a 
totally isolated environment, running the EMANE 
emulator components along with other programs 
needed for the simulations. 

A single machine is usually sufficient for run-
ning a certain number of nodes (e.g., 10). We 
have set up a cluster of virtual machines using 
VMware in order to be ready to scale up by an 
order of magnitude. When using a cluster of 
machines (virtual or not), a tight time synchroniza-
tion must be enabled across all the NEMs to allow 
for the simulation of TDMA scheduling.

Each node or LXC container instance has two, 
possibly virtual, network interfaces, one for con-
trol and one for (radio) data exchange. 

The control interface is used for the node con-
trol traffic (e.g., ssh on the node) and the simula-
tion events (e.g., node location, path losses). Each 
node runs a secured shell (SSH) server to allow 
manual and script interactions. 

The radio or data interface is used to exchange 
the radio packets, also called over-the-air (OTA) 
packets or simply data. Four NEM components 
— OTA manager, physical layer, radio model, and 
transport plugins (Fig. 1) — simulate in real time 
the major impairments due to the radio transmis-
sion. With EMANE (v1.2.1) and for the results pre-
sented here, the impairments are simulated based 
on packet timing, packet overhead, radio data 
rate, and packet losses based on signal-to-interfer-
ence-plus-noise ratio (SINR) calculations. 

A routing protocol was used to set up the 
routing tables for each node in the network. 
In our scenario, each node runs an instance of 
OLSRd2 [3]: an open source implementation of 
the MANET routing protocol OLSR v2 [4]. The 
OLSRd2 daemon communicates through the 
radio interface (emane0 in EMANE). OLSRd1 was 
also implemented and used when instabilities due 
to OLSRdv2 were encountered (e.g., at very low 
data rates). 

More details are provided in the following sec-
tions.
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topology And WAvEforMs

The network topology used to measure the real 
performance in the lab is a static inline topology 
containing 2, 3, or 4 nodes (Fig. 2). The nodes 
are numbered from 1 to 4 and the hops from 1 to 
3. We aim to reproduce this topology in EMANE 
and to obtain similar performance results.

Using EMANE, the topology is structured 
inside a so-called emulation event log (EEL) file 
that contains EEL-events. An EEL-event is a time-
stamp, a geographical position for a node, or a 
path loss in dB between a pair of nodes. Unspec-
ified path loss values mean no connection. Simi-
larly, many physical layer characteristics (e.g., Tx 
power, noise figure, antenna gain) can be set on 
the NEM physical layer plugin. Most of these fea-
tures were left with their default values for our 
comparison. A few more details are provided later 
showing how to reproduce an adaptive multi-rate 
functionality. In the following section, concerning 
the simulation of a TDMA radio, the main param-
eters of interest are the data rate (called slot data 
rate) and the slot duration.

The radios under test have been measured 
using two different waveforms : wideband (WB) 
with a modem bit rate specified to be equal to 
1.25 Mb/s and narrowband (NB) with 22 kb/s 
modem bit rate. The measured UDP throughput 
between 2 nodes provides the target slot data 
rate to be used in our EMANE setup: the mea-
sured data rates are (WB) 375 kb/s and (NB) 6.5 
kb/s. The resulting slot data rate to be used in 
the EMANE simulation is found to be 880 kb/s 
for WB and 15 kb/s for NB, assuming the TDMA 
schedule described below. The resulting protocol 
efficiencies, defined here as the specified radio bit 
rate over the slot data, that is, 64 percent (WB) 
and 68 percent (NB), can be explained due to 
the expected complexity of the encapsulation and 
protection of the user bit for transmission over the 
WB and NB waveforms.

tdMA schEdulIng In EMAnE
EMANE offers the possibility to implement a 
TDMA radio model. This model will use:
1. The locations and radio characteristics of the 

nodes
2. The TDMA schedule to compute the SINR 

and resulting packet loss for each packet
A TDMA schedule describes the organization in 
time slots during which a node can transmit or 
receive (or be idle) at a given data rate, namely 
the slot data rate. The time organization of the 
EMANE TDMA model is described by three vari-
ables: slot, frame, and multiframe. A slot is the 
smallest unit of time (in microseconds in EMANE). 
A frame is defined by its number of slots per 
frame. A multiframe is defined by its number of 
frames per multiframe. The multiframe is repeat-
ed during a simulation unless a scheduling event 
changes the TDMA schedule. The following char-
acteristics must be the same for the entire TDMA 
structure (i.e., for all the slots in the multiframe): 
number of slots per frame, slot overhead, slot 
duration, and bandwidth. The carrier frequency, 
Tx power, transmission class, and data rate can be 
set for each slot.

As for real radios, a slot overhead should be 
set to the maximum propagation delay expected 

between two nodes. In our simulation, the slot 
overhead was set to 30 ms, a tiny value compared 
to a slot duration over 30 ms. It is pointed out that 
the slot overhead should be increased to account 
for distances over 9 km and/or to account for 
large delay spread in mountainous regions. Due 
to the nature of the TDMA scheme, non-zero 
slot overheads and accurate time synchronization 
between nodes are mandatory. Because our simu-
lations are running on the same physical machine, 
all the nodes (LXCs) are perfectly synchronized. 
Simulating TDMA radios using EMANE on a clus-
ter of virtual machines requires synchronization: 
the native synchronization capability of the used 
cluster might be sufficient [5]; otherwise, PTP or 
NTP is recommended in EMANE documentation 
[1].

Figure 3 shows the TDMA structure used 
by the radios under test: a multiframe made of 
one frame for management followed by seven 
frames for user data. We named this structure 
M1D7. Using separate frames for control data 
and information data is usual in TDMA scheduling 
for MANETs (e.g., [6, 7]). Each frame has two or 
more slots dedicated to transmission according to 
a predefined schedule (e.g., round-robin between 
four nodes as shown in Fig. 3). The radios under 
test follow a 2 s long multiframe. The slot duration 
was therefore configured to reflect this implemen-
tation design. Without access to the exact sched-
uling used by the real radio under test, we based 
the scheduling on simple round-robin schedule 
accounting for empty slots as needed to repro-
duce the measured throughputs. All the transmis-

Figure 1. Block diagram of an EMANE node.

Figure 2. Topology.
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sion slots are assigned the same data rate.
The management (M) frames are reserved for 

the management data (i.e., the OLSR packets). 
The data (D) frames are dedicated to user data. It 
is pointed out that the real radios split the D frame 
into a data portion and a voice portion. This addi-
tional complexity does not need to be modeled 
since only the UDP throughput and round-trip 
time (RTT) for data packets are of interest here. 

The M1D7 multiframe is implemented by cre-
ating eight frame elements and indexing them: 
the M frame takes index 0, and the D frames are 
indexed with the list 1:7, meaning that the data 
frame is repeated from index 1 to index 7. 

Reserving the M frames for management and 
the D frames for the user data is achieved using 
the class and queue parameters.

The TDMA model classifies user traffic into 
four categories (0 to 3), which are mapped to 
four queues. Traffic is assigned to a queue based 
on the downstream packet differentiated services 
code point (DSCP [8]) used in the differentiated 
services architecture. All transmit slots have a class 
parameter assigned. This class represents one of 
the four traffic queues, and the TDMA model first 
dequeues the packets from the assigned class 
matching queue, followed by all other queues 
from highest to lowest priority order. The parame-
ter queue.stricttxdequeue is a radio plugin param-
eter that defines if a transmit slot is allowed to 
dequeue traffic from a class different from the 
one it is assigned. When the parameter is set to 
true, only the queue matching the transmit slot 
class is used to dequeue traffic. Therefore, a 
transmit slot can be reserved to a certain kind of 
traffic based on the DSCP. The ability for slots to 
dequeue traffic from other classes than the one 
assigned is a radio model parameter. Like most 
of these parameters, this particular radio model 
parameter cannot be changed after the NEM has 
been started.

OLSRd1 and OLSRd2 packets have a high 
DSCP (56), meaning that they are classified by 
the TDMA model in the class 3 queue (highest 
priority). The user traffic DSCP can be configured, 
but is usually not set; therefore, it is classified in 
the class 0 queue.

The full details and the exhaustive list of the 
TDMA radio parameters can be found on the 
EMANE wiki [9].

Changing the parameters of the TDMA radio 
model offers sufficient flexibility to reproduce an 
adaptive TDMA schedule at a rate limited by the 
multiframe duration.

Two types of TDMA schedule events can 
be sent during a simulation: full and update. A 
full TDMA schedule defines the TDMA struc-

ture to use along with assigning, per NEM, the 
transmit, receive, and idle slots. A full schedule is 
required when, for example, the list of involved 
NEMs changes. TDMA schedule update con-
cerns only the NEMS listed in a full schedule. An 
update TDMA schedule changes slot assignment 
information for a NEM but does not change the 
TDMA structure. In both full and update cases, 
the received schedule will take effect at the start 
of the next multiframe boundary. As described in 
the next section, changing the slot data rate via 
scheduling events was used to reproduce the rate 
adaptation featured by the radios under test.

EMulAtIon rEsults

This section compares the results obtained from 
measurements conducted on real tactical radios 
with the ones conducted on our EMANE platform. 
As mentioned earlier, the radios can operate two 
waveforms: wideband (WB: 1,25 Mb/s modem 
rate) and narrowband (NB: 22 kb/s modem 
rate). The measurements conducted by armasu-
isse were undertaken with the 1-, 2-, and 3-hop 
in-line topologies described in Fig. 2. The mea-
surements were conducted in a laboratory setup 
with RF coaxial cables used to interconnect the 
radio. Attenuators were used to ensure sufficient 
received power without saturating the receivers. 

The throughput of correctly received UDP 
packets and the RTT (using ICMP packets) were 
measured with a proprietary software. The con-
ventional networking tools Iperf and ping were 
used on the emulated platform. The same mea-
surement procedures as in the lab conditions 
were used for the emulation. For the WB simula-
tions, the Iperf default packet size (1470 B) was 
used, and the client (sender) UDP throughput 
was adjusted so as to not overload the links. For 
the NB simulations, the Iperf packet size had 
to be reduced to about 300 B and adjusted to 
obtain the desired throughput. The ping packet 
size was 1000 B for both WB and NB cases.

The measured results were provided to us by 
armasuisse and are compared with the results 
using EMANE in Fig. 4 (WB) and Fig. 5 (NB).  The 
figures show that the reproduced performance 
matches very well with the measured results. 

Figure 4 for the wideband cases and Fig. 5 for 
the narrowband cases present the measurements 
on real radios (top panel) and the simulation 
results (lower panel). The comparisons are pre-
sented from left to right: the throughput (kilobits 
per second), the BDP/RTT (kilobits per second), 
and the RTT (milliseconds or seconds). The BBP 
is the bandwidth delay product. The BDP/RTT 
is the expected throughput based on the RTT. 
The BDP/RTT results allow us to verify the expect-
ed inverse proportionality relationship between 
throughput and RTT [10]. Percentages are pro-
vided to easily compare the 1-hop (100 percent) 
result (leftmost bar) to the 2- and 3-hop results.

The wideband results, Fig. 4, show very good 
agreement for both the throughput and RTT 
results aside from the 3-hop RTT measured in the 
3-hop case. A 2 s delay was measured using the 
real radios in the 3-hop case. The measured BDP/
RTT results in the 3-hop case are inconsistent 
with the 1- and 2-hop results: a 5 percent ratio is 
obtained for the BDP/RTT instead of the 24 per-

Figure 3. The basic TDMA structure M1D7: a multiframe made of one frame 
for management followed by seven frames for user data. Each frame has 
two or more slots dedicated to transmission according to a predefined 
schedule, such as round-robin, here for four nodes.
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cent ratio expected from the throughput results. 
This very long delay of 2 s was not reproduced 
in the EMANE simulations. The 3-hop RTT results 
using the real radio are expected to be improved 
in future releases. Interestingly, delays close to 2 
s were obtained using large ping packet size (> 
3500 B).

The wideband results were obtained using a 
slot data rate of 880 kb/s for the EMANE radios. 
The M1D7 TDMA schedule explained above (Fig. 
3) was used. The multiframe duration was 2 s, 
close to the real specifications of the measured 
radio. The resulting frame duration was 250 ms. 
A frame was divided in five subframes to shorten 
and match the RTT. Each subframe contains the 
number of slots required by the TDMA schedule. 
The 1-, 2-, and 3-hop results follow the measured 
behavior by using a “one two” (“12”), “123xx,” 
and “1234xxxx” TDMA schedule, respective-
ly. The x means a slot where all nodes are idle. 
It is claimed that the real radios use these types 
of schedule as a result of using smart adaptive 
scheduling algorithms. 

The narrowband simulation results (Fig. 5) 
were obtained using a slot data rate of 15 kb/s for 
the EMANE radios. As for WB, the M1D7 TDMA 
schedule explained in Fig. 3 and multiframe dura-
tions of 2 s and 250 ms frames were used. The 
slot duration was simply set as the frame dura-
tion divided by the number of nodes. The sched-
ules used for the NB were classical round-robin 
schedules: “12”, “123,”, and “1234” for 1-, 2-, and 
3-hop, respectively. The throughput results are 
closely reproduced (Fig. 5). The UDP packet size 
had to be reduced to less than 300 B and adjust-
ed for two reasons:
1. Due to a limitation of Iperf to simulate low 

data rate
2. Since the results are sensitive to the packet 

fragmentation over the slot structure
The RTT results are reasonably well reproduced 
considering the very long delays: 2, 17, and 28 s 
in the EMANE-based simulation compared to the 
measured 3, 14, and 30 s.

rAtE AdAptAtIon
Like most modern radios, the measured radios 
adapt their data rate to the transmission condi-
tions. Typically, a radio has a multi-rate adaptation 
function that automatically switches the modu-
lation and coding scheme (MCS) between two 
nodes based on an estimation of the SINR on the 
link. 

The result is the change of the measured 
throughput, shown in Fig. 6 (top panel) as a func-
tion of the received power level in dBm. The 
adaptive multirate behavior was reproduced on 
the EMANE platform. The lower panel in Fig. 6 
shows the data rate measured using Wireshark 
(IO Graph) as a result of changing with time the 
path loss value fed to the NEM. This demonstrates 
the possibility to reproduce the measured rate 
adaptation with the EMANE framework. 

The EMANE radio models do not implement 
any multirate adaptation feature: the data rate is 
set based on the parameters found in the NEM 
configuration (i.e., at startup) or in a TDMA 
schedule and is never changed unless an outside 
interaction with the NEM happens. A rate adap-
tation feature was implemented using a Python 

agent external to the NEM (Fig. 1). Each node 
runs an instance of the rate adaptation agent. The 
agent fetches the PHY config information using 
the Python control port client module. The PHY 
config of a NEM contains, among other infor-
mation, the TX power, the antenna gain, and the 
bandwidth. The path losses to the other nodes are 
fetched by using the emanesh Python module [1]. 
The path loss information is received by the NEMs 
through events specified in the EEL file. The send-
ing of the path loss events is centralized and can 
be user-controlled. It is therefore possible to know 
about the path loss changes even before the 
multi-rate adaptive agent discovers them in the 
NEM table. However, our solution is only based 
on local information and requires no communica-
tion outside the node. The rate adaptation agent 
regularly fetches the NEM information and con-
figuration, and then calcules an SINR between the 

Figure 4. Wideband results: the measurements (top panel) are closely repro-
duced by the simulations (lower panel). The 2 s measured RTT is not con-
sistent with the other results and could be reproduced only by using large 
ping packets.

Figure 5. Narrowband results: the throughput measurements (top panel) are 
closely reproduced by the simulations (lower panel). The measured RTTs 
are very large (2 to 30 s) and reasonably well reproduced.
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nodes to detect if rate adaptation is needed. The 
slots’ data rates of a NEM are changed by sending 
TDMA schedule update events. The change will 
take effect at the start of the next multiframe.

conclusIon And outcoME
The challenge considered here is to emulate real-
istically a MANET’s radio performance. The open 
source EMANE framework was used to repro-
duce the behavior of a real tactical radio bench-
marked in a laboratory. The EMANE framework, 
the EMANE radio model plugins, and their usage 
are briefly described. All contributions to EMANE 
and OSLRd1 required to obtained the presented 
results are available in a gitlab repository [5].

Using a simple 1-, 2-, and 3-hop in-line topol-
ogy, UDP throughput and RTT results are mea-
sured. The wideband and narrowband measured 
performance is reproduced very closely using 
the same 2 s multiframe (M1D7) TDMA struc-
ture as the radios under test. Simple round-robin 
schedules enabled us to reproduce the measured 
throughput. Adapting the slot data rate proved 
to be necessary to reproduce the measured 
delays. The rate adaptation featured by the real 
radios could also be reproduced by changing the 
slot data rate using a Python agent external to 
EMANE. 

It is observed that the measured radios could 
have produced better performance by changing 
their TDMA schedules. Future work will focus on 
evaluating improvements proposed to enhance 
the performance of MANETs.
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Figure 6. The rate adaptation vs. received power (top). Automatic rate adapta-
tion results (bottom) simulated by changing the path loss with time as if the 
two nodes are moving away from each other.


