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Abstract—Expression Templates is a technique allowing to
write linear algebra code in C++ the same way it would be written
on paper. It is also used extensively as a performance optimization
technique, especially as the Smart Expression Templates form
which allows for even higher performance. It has proved to
be very efficient for computation on a Central Processing Unit
(CPU). However, due to its design, it is not easily implemented
on a Graphics Processing Unit (GPU). In this paper, we devise
a set of techniques to allow the seamless evaluation of Smart
Expression Templates on the GPU. The execution is transparent
for the user of the library which still uses the matrices and vector
as if it was on the CPU and profits from the performance and
higher multi-processing capabilities of the GPU. We also show
that the GPU version is significantly faster than the CPU version,
without any change to the code of the user.

Index Terms—General-Purpose computation on Graphics Pro-
cessing Units (GPGPU); High Performance Computing; Pro-
gramming Languages;

I. INTRODUCTION

Smart Expression Templates is a technique allowing to
write matrix computation code in a very short and very clear
syntax. Moreover, this technique also allows for very efficient
evaluation of these complex expressions and is able to perform
complex optimization of expressions without changing the
user code. There exists many expression templates imple-
mentations [1]. However, most of these implementations are
mainly focusing on CPU. These days, GPUs are used more
and more and are beginning to be the de facto standard for fast
computation, especially in machine learning [2]. It has been
shown that due to their higher multi-processing capabilities,
GPUs are able to significantly outperform CPUs for many
tasks [3]–[6]. However, rewriting an existing application to
profit from this extra performance is not free [7] and the
learning curve may be high [8]. Therefore, it is very important
to provide libraries that are able to take advantages of this
advanced capabilities without adding the extra complexity to
the user, for instance with Smart Expression Templates.

In an ideal GPU Smart Expression Templates implementa-
tion, the code written by the user should not change if the code
is executed on CPU or GPU. The code should remain exactly
the same and the implementation itself should decide where to
execute the code, a property we call seamless GPU evaluation.
In order to be as convenient as possible, the user code should
also be built with the same compiler regardless of the target

machine. On the other hand, this simplicity should still allow
the compiled code to take maximum advantage of the available
capabilities of the target machine. Therefore, the code should
perform close to the maximum throughput of either the CPU
or the GPU. Finally, the framework should also be designed to
be able to take advantage of future hardware implementations.

In this paper, we propose an approach to build a simple, yet
powerful, C++ GPU Smart Expression Templates library. Our
approach is completely seamless, the code remains exactly the
same whether it runs on CPU or GPU. The availability of GPU
libraries and the framework options are set through regular
compiler options (or macros in an header file). Moreover, it
is also possible to compile for both sets of platforms at the
same time and choose, at runtime, to disable the GPU for some
operations or to force it. The proposed framework was heavily
optimized for both CPU and GPU execution. Our approach
is made available on the form of a fully-fledged header-only
Smart Expression Templates C++ library.

The rest of this paper is organized as follows. Section II
provides a detailed explanation of the Expression Templates
technique. Next, the related work on GPU Smart Expression
Templates is listed in Section III. Section IV defines the
architecture of the proposed approach, while its performance
is evaluated and discussed in Section V. Finally, conclusions
are drawn and possible future work is outlined in Section VI.

II. EXPRESSION TEMPLATES

In High Performance Computing applications, not only the
speed of the program is important but several factors are
of equivalent importance [9]. It is necessary to maintain the
intent of the code and the extensibility of the code to new
technologies. Using a Domain Specific Embedded Language
(DSEL) helps improving these factors. In C++, Expression
Templates is a very powerful technique that is able to provide
a DSEL and that is able to provide a good solution to these
factors and execute very efficiently.

Generally, when one wants to write mathematical
expressions in C++ close to its mathematical form, one
relies on operator overloading. Operators are defined
for matrices and vectors and they return a new temporary
representing the result of the operation. The first problem with
this approach is the creation of a large number of temporaries.



Fig. 1: Expression tree for y = 0.5 ∗ x + 1.02 ∗ y + z / 2.0

For instance, the expression

y = 0 . 5 ∗ x + 1 . 0 2 ∗ y + z / 2 . 0

would result in the creation of five temporaries. The second
problem is that complete execution of the entire expression
will need several pass through each matrix or vector. This is
highly inefficient on the CPU. To solve these two problems,
Expression Templates have been originally introduced for
C++ [10], [11]. The user code remains the same as with
the naive operator overloading technique, as can be seen
in the previous expression example. Instead of relying on
temporaries, an expression type is created to represent the
complete expression. The expression type is constructed at
compilation time following the same concept as the Abstract
Syntax Tree of the programming language. Figure 1 shows the
expression tree for the code from the previous expression. The
type of the expression is outlined in Figure 2. This complex
expression can be evaluated in a single loop rather than using
several sub computations. It could be evaluated as follows

f o r ( s i z e t i = 0 ; i < s i z e ( y ) ; ++ i ){
y [ i ] = 0 . 5 ∗ x [ i ] + 1 . 0 2 ∗ y [ i ] + z [ i ] / 2 . 0

}

The complete evaluation is done without using a single tem-
porary. With this technique, expressions can be executed as
efficiently as the equivalent loop in plain C++ code, yet offer
significantly better code. Moreover, advanced optimizations
such as vectorization and parallelization can also be performed
in order to improve the evaluation time. Finally, they can
also be used to implement other features such as automatic
differentiation [12] or solving differential equations [13].

Nevertheless, there are issues with Expression Templates.
Indeed, although they are highly efficient at the computation
of element-wise expressions, they are not nearly as efficient
for higher-level operations. For example, they are far from
optimal at computing matrix-matrix multiplication operations.
Although this operation is easy to write in element-wise form,
it is well-known to be very complicated to optimize [14], [15].

b i n a r y<p lus ,
b i n a r y<mul ,

s c a l a r ,
m a t r i x&

>,
b i n a r y<p lus ,

b i n a r y<mul ,
s c a l a r ,
m a t r i x&

>,
b i n a r y<div ,

m a t r i x &,
s c a l a r >

>
>

>

Fig. 2: Deducted type for y = 0.5 ∗ x + 1.02 ∗ y + z / 2.0

While Expression Templates are made to avoid the creation
of temporaries, Smart Expression Templates are introducing
temporaries when this can improve the efficiency of the ex-
pression [16]. For instance, a matrix-matrix multiplication will
be computed into a temporary and both of its operand will be
evaluated into a temporary if they are expressions. This intro-
duction of temporaries allows the use of advanced kernels for
the complex operations such as the matrix-matrix operations.
Basic Linear Algebra Subprograms (BLAS) libraries [17] are
generally used for this purpose [18]. This was shown to per-
form significantly faster than standard Expression Templates
library [1]. Another advantage is that the expressions can be
restructured, to be executed in a more optimized way if there
is any. Another problem with the classic Expression Templates
way is the poor handling of aliasing [19], [20], that is solved
by the analysis of the complete expression types. Complete
analysis of the expression type may also fix some of the other
problems of the Expression Templates [21]. The code for the
user of the library remains the same, but the execution can
be significantly faster when using these concepts than when
using the classic Expression Templates way.

III. RELATED WORK

Although extensively used for high-performance computing
on CPU, execution of Smart Expression Templates on GPUs
has only seen few applications.

Wiemann et al. used a technique in which each part of the
expression tree is executing a CUDA kernel [22]. However,
their proposition is not seamless for the user which must
indicates in its code where the data resides. Moreover, CUDA
kernels are executed for each sub part of the expression tree,
which may not be as efficient as possible.

Chen et al. proposed a technique for offloading the execu-
tion of C++ Expression templates to GPU [23]. The CUDA
kernels are generated at runtime using Expression Templates
and are compiled using Just-In-Time (JIT) compilation tech-
nique. Their technique has the advantage of generating full
CUDA kernels for each expression. Nevertheless, it needs



access to a JIT compiler which may not be available on each
production machine. It also incurs an overhead for compiling
the kernels. And it needs access to the hard disk to write
the temporary CUDA kernels. A similar approach was taken
into the design of the VexCL library [24] and the ViennaCL
library [25]. The kernels are also generated at runtime and
compiled before being executed to execute the Expression
Templates. However, the developer has to choose between
CPU and GPU vectors and combination between them is
not possible. Finally, this also incurs some overhead for the
generation and compilation of the kernels.

Breglia et al. proposed an approach in which the ker-
nel is generated at compile-time using template meta-
programming [26]. This technique has the advantage of gener-
ating full kernels within the compiler. However, their approach
still requires the user to choose between CPU and GPU for
each matrix and vector. Moreover, it also requires a CUDA
compiler to be available.

In this paper, we propose a seamless approach for Smart
Expression Templates in which matrices can be held both in
GPU memory and CPU memory. This duality is completely
transparent for the user. The framework is responsible for
transitions between the two memory spaces. Operations on
them can be executed either on CPU or on GPU, depending
on the operation and the availability of compute kernels.
Moreover, our approach does not require any recompilation
or runtime compilation of CUDA kernels.

IV. ARCHITECTURE

The proposed architecture is very similar to other CPU
Smart Expression Templates implementations, except that ex-
ecution can also be done on GPU, when the necessary support
is available. All the code from the user is executed on the host
and each expression can be evaluated either on the host or on
the GPU device, if possible. The form of execution is decided
by the framework, either at compilation time or at runtime
depending on the configuration of the library. Currently, the
decision to choose the CPU or GPU implementation is simply
based upon the availability of a GPU. If a GPU is available, all
supported operations are evaluated on the GPU. The decision
from the framework can be overridden by the user. While the
CPU implementation is parallelized, the GPU implementation
does not yet take advantage of CUDA threads (or streams).

The proposed library has been designed for CUDA [27],
[28]. CUDA is the compute platform for NVIDIA graphics
cards. This platform allows developers to use a CUDA GPU
to perform general purpose processing, or General-Purpose
Computing on GPU (GPGPU). CUDA makes it easy to
execute some parts of the code on the GPU in the form of
CUDA kernels. The compilation of CUDA kernels require
access to a CUDA compiler.

In order to have a seamless experience between CPU and
GPU, each matrix or vector from the library has two memory
spaces. The first is the regular CPU data to hold the memory of
the container. The second is the GPU data, only allocated when
a matrix is used on the GPU. Some specific GPU temporaries

do not allocate any CPU memory. The algorithms inside the
library are responsible for synchronizing the two data spaces
when necessary. For this, each data space is tagged with a
boolean indicating if it is up-to-date or not. At every point
in time, there must be at least one data space that is up-to-
date. When it is required, the system performs a full copy in
one direction and updates the state of the boolean flags. These
copies are synchronous and require a device synchronization
(See Section IV-C). When all the operations are executed on
GPU, memory copies are only performed before the operations
and at the end to gather the result on CPU.

Another, simpler, solution would have been to use the
CUDA Unified Memory Access (UMA) feature [29]. This
relatively new feature of CUDA allows to use a single virtual
memory space for both the CPU and the GPU. The CUDA
runtime is responsible for synchronization between the un-
derlying CPU memory and the GPU memory. However, it
was shown that this was not as efficient as it could be if all
the transfers were done manually correctly [30]. Therefore,
the basic technique of using two memory pointers for each
matrix and manual synchronization was used for maximum
performance.

A. Complex Kernels

Our library supports a wide range of complex operations.
For instance, it has support for convolutions, matrix-matrix
multiplications and Fast-Fourrier Transforms (FFTs). It also
has support for other various machine learning operations.
These operations are relatively complex to optimize and they
need optimized kernels to be fast enough. For all these kinds of
high-level kernels, the Smart Expression Templates technique
is followed. The inputs to the operation are evaluated into a
temporary if necessary, i.e. if it is an expression. Then, the
operation is entirely computed at once into a temporary. It
is then treated as a temporary matrix that can be used in
expressions like any other matrix. If it is directly assigned to a
container (such as C = A ∗B), the temporary is avoided and
the result is directly computed into the left-hand-side matrix.
This works as if the operation was done on the CPU, except
that it is ensuring that the GPU data is up-to-date and then
invalidating the CPU data after the operation.

There exists highly-optimized libraries implementing these
operations. The proposed approach directly use the NVIDIA
libraries that are available with CUDA:

• NVIDIA CUBLAS for matrix-matrix multiplication and
other linear algebra problems [31]

• NVIDIA CUDNN for convolutions and machine learning
operations [32]

• NVIDIA CUFFT for FFT computations
• NVIDIA CURAND for random number generation
These libraries are already optimized for many types of

NVIDIA graphics card and often provide state of the art
performance for the necessary operations. Using these libraries
also has the advantage of not requiring a CUDA compiler.
One thing proved very important when using these libraries.
They all need to perform some initialization steps, the result



of which is stored in a so-called handle. It was shown that the
cost of the initialization is significant. Therefore, the handle
is created only once and shared for each call to a routine of
the library and only released at the very end of the application
life. If necessary, this optimization can be disabled by the user.

B. Serial expressions
For a CPU Expression Templates library, serial expressions

are executed element by element and the entire expression
is evaluated at each step, as shown in Section II. Moreover,
the expression will probably be vectorized and computed
using several threads. The important concept remains that the
expression is evaluated at once.

When implementing a GPU Expression Templates library, a
different approach need to be taken. Indeed, since the NVIDIA
CUDA compiler only supports a subset of template program-
ming on which Expression Templates heavily relies, it is not
possible to realize this in the same way. Therefore, it is not
possible to generate CUDA kernels by metaprogramming. This
would also require access to a CUDA compiler which may not
be ideal. One solution is to generate the code of the kernel in
a character string using template metaprogramming and then
compile this code at runtime using the NVIDIA JIT compiler,
something already done in some other approaches [23]–[25].
However, this requires access to the compiler and to the
hard disk for compilation. Since our approach focus on being
as seamless as possible, this is not a satisfying solution.
Therefore, the proposed approach is based on the classic way
of writing expressions, using temporaries. Each sub expression
of the expression tree is able to compute its GPU result in a
temporary (or directly inside the final result). This makes each
sub expression works as if it was a complex expression. This
is the similar to the idea proposed in [22]. Therefore, the ex-
pression y = 0.5 ∗ x + 1.02 ∗ y + z / 2.0 will be executed
using several sub expressions:
t 1 = 0 . 5 ∗ x
t 2 = 1 . 0 2 ∗ y
t 3 = t 1 + t 2
t 4 = z / 2 . 0
y = t 3 + t 4

This will result in a single kernel call for each sub expres-
sion (each line). Since not all of these kernels are available
in NVIDIA libraries, they have been implemented in CUDA
in a complementary GPU library. While this kind of approach
would have poor performance when working on a CPU, this is
performing very well on GPU. Indeed, this still executes with
a good occupancy on the large number of cores of the GPU
and since the memory is significantly faster than on the CPU,
it has less impact on the overall performance. Moreover, with
the optimizations proposed in Section IV-C and Section IV-D,
this approach is able to reach excellent performance. When the
library is running in CPU mode, complex serial expression are
still executed in one pass.

C. Advanced patterns
Unfortunately, the approach outlined in the previous section

is not always optimal in practice. Although it is fairly easy and

allows to compute all expressions solely on GPU, it requires
the launch of many CUDA kernels. In general, it takes around
10 to 100 microseconds to launch a kernel [33]. For expensive
computations such as the matrix-matrix multiplication, this
overhead is negligible. However, for computations on small
vectors and matrices, the launch of a kernel represents a
very large overhead. Therefore, it is important to reduce the
number of kernel invocations for serial expressions. This cost
can be reduced when kernels are launched asynchronously
since one kernel can be launched while the previous one
is still executing, amortizing the cost of kernel invocation.
Nevertheless, it is not always possible to queue many kernels
without synchronization. As soon as some data is necessary
on the CPU, synchronization will be necessary, waiting for
the complete queue of kernels to finish executing. Moreover,
allocations also results in synchronization of the device.

Since it is not possible to create a kernel for each possible
expressions, the proposed approach defines a few higher-
level CUDA operations for some often used mathematical
expressions. For instance, the following expressions are all
evaluated with a single GPU kernel call:

• z = α ∗ x ∗ y
• z = α ∗ x+ β ∗ y
• z = (α ∗ x)/(β + y)
• z = (α+ x)/(β + y)
• z = (x+ α)/(y + β)

All the selected advanced patterns are detected at compi-
lation time and their evaluation is directly optimized. These
patterns are also detected in sub expressions, thus reducing the
overall number of kernel calls by a significant factor. This op-
timization has no runtime overhead. However, it does increase
the compilation time of complex expressions. Nevertheless,
this can greatly reduce the number of kernels that are being run
in the application and improve the GPU occupancy. Another
advantage of this approach is that this will reduce the number
of temporaries necessary for the computations of complex
expressions (see Section IV-D to see why it is important).

The library can easily be extended by adding more complex
patterns. If one expression is detected to be executed in a sub-
optimal fashion, writing the new kernel in CUDA is fairly
easy. It then needs to be detected using meta-programming.
Once this is done, the new pattern will always be executed
using the new optimized kernel.

D. Temporaries

Since expressions are sometimes evaluated in several parts,
temporaries will be necessary to hold the results. These
temporaries need to be allocated from GPU memory. It is very
important to reduce the number of temporaries that are being
created. The first reason is that allocation and deallocation will
take some time. And, more importantly, they will result in a
full device synchronization, waiting for all the current kernels
in the queue to complete. This means that the next kernel
call after the synchronization will have a high overhead since
it will be loaded while no kernel is running. Therefore, the
number of allocations must be reduced to a minimum.



In our approach, the numbers of temporaries is reduced
in several ways. First, temporaries are never created for
matrices and vectors which have their own GPU memory.
Then, the GPU memory of the result (the left-hand-side of the
expression) is propagated through the complete expression to
be used whenever possible. Moreover, temporaries are often
reused as the result of the next expression during evaluation.
Finally, since it is not possible to compute all expression
without temporaries, a GPU memory pool is used to avoid
allocations and deallocations when possible. The GPU pool
has a finite number of entries and a maximum size. While
reasonable default values are provided, these two parameters
can be configured by the user of the library in order to optimize
for specific workload and hardware resources. Due to its finite
size, the pool can be implemented in an efficient manner and
therefore has a very low overhead. Experiments have shown
that in the case of most workloads, a small pool was enough
to hold all temporaries necessary for the complete program.
Indeed, most workloads are working on matrices and vectors
of similar sizes and the same expressions are executed many
times, making a simple pool ideal.

V. PERFORMANCE

The efficiency of the proposed approach has been evalu-
ated by comparing the GPU performance against the CPU
performance. The library itself was heavily optimized for
CPU as well as GPU. The code is exactly the same for both
versions, only the compilation options are different in order
to enable the GPU capabilities. All the tests are performed
on containers in single-precision floating point elements. The
tests are performed as follows. Each expression is evaluated
many times, to account for a total of two seconds of runtime.
A device synchronization is performed just before measuring
the GPU total time to ensure that all kernels have finished their
work. The average evaluation time is reported as final metric.

All the results presented in this section have been computed
on a Gentoo Linux machine, with 12 GB of RAM, on an
Intel R© Core

TM
i7-2600, running at 3.4 GHz (CPU frequency

scaling has been disabled for the purpose of these tests). Both
SSE and AVX vectorization extensions were enabled on the
machine. The BLAS operations are executed with the Intel R©

Math Kernel Library (MKL), in parallel mode. The GPU used
for the benchmarks is a NVIDIA Geforce R© GTX 960 card.
CUDA 9 and CUDNN 5.0.5 are used. The benchmark has
been compiled with GCC 7.1.

A. Simple expression

yy = 3 . 3 f ∗ x + y ;

The first expression that is evaluated is the well-known axpy
operation. This operation is used repeatedly in many fields.

Figure 3 shows the performance of this operation for both
the CPU and the GPU. For 10’000 elements and less, the
CPU version is significantly faster than the GPU
version. Interestingly, for small number of elements, the GPU
time remains the same. This shows that the cost of launching
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the kernel is higher than the execution time of the kernel. Start-
ing from 100’000 elements, the GPU version is significantly
faster, up to one order of magnitude faster for 100 millions
elements.

B. Matrix multiplication

YY = X ∗ Y;

The next expression that is evaluated is the matrix-matrix
multiplication operation. This operation is one of the most
important operation for linear algebra and machine learning.
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Fig. 5: Performance of a complex expression in CPU-mode
and GPU-mode for different vector size.

Figure 4 presents the result of this test for square matrix-
matrix multiplication with increasing dimensions. Even for
a multiplication of matrices of 100x100 dimensions, the
GPU version is already slightly faster and becomes
significantly faster than the CPU version as the size
increases. For matrices of size 1000x1000, the GPU version
is around one order of magnitude faster than the CPU version
and the scaling is better, indicating that the speedup should be
even better for larger matrices.

C. Complex expression

YY = X ∗ (X ∗ 1 . 2 F + Y) ∗ (−1.2F ∗ Y − X ) ;

The third expression is a complex expression with several
matrix-matrix multiplications and several serial expressions.

Figure 5 presents the result of this test for square matri-
ces with increasing dimensions. Except for matrices of size
100x100, the GPU version is always faster than the
CPU version. For the bigger matrices, the speedup is
more than one order of magnitude. Nevertheless, the gains are
first smaller than they were with a single matrix multiplication
for smaller matrices. Once the matrix are becoming bigger, the
speedup is becoming bigger as well, amortizing the costs of
the memory transfers and the kernel calls.

D. Dense Neural Network

O1 = s igmoid ( b i a s a d d 2 d ( I1 ∗ W1, B1 ) ) ;
O2 = s igmoid ( b i a s a d d 2 d ( O1 ∗ W2, B2 ) ) ;
O3 = s igmoid ( b i a s a d d 2 d ( O2 ∗ W3, B3 ) ) ;

The next benchmark is evaluating the performance of the
forward pass of a fully-connected three-layer neural network.
The inputs are 784-dimensional, the two first layers have
outputs of size 1000 and the last layer has an output of size
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Fig. 6: Performance of the forward pass of a dense neural
network in CPU-mode and GPU-mode for different number
of inputs.

10. This consists of three matrix-matrix multiplications, three
additions of biases and three element-wise logistic sigmoid
computations.

Figure 6 presents the result of this test for varying number
of inputs. In that test, even for 10 inputs at a time, the
GPU version is significantly faster and the scaling is
much better than the CPU version. For the maximum
number of inputs at a time, the GPU version is more than
two orders of magnitude faster than the CPU version. In that
case, some of the speedup is coming from the matrix-matrix
multiplication as before, but more speedup is coming from
the cache-inefficient bias computation and the very expensive
logistic sigmoid computation.

E. Convolutional Neural Network

O1 = r e l u ( b i a s a d d 4 d (
c o n v o l u t i o n f o r w a r d <1 ,1 ,1 ,1>( I1 , W1) , B1 ) ) ;

O2 = max pool forward <2, 2>(O1 ) ;

O3 = r e l u ( b i a s a d d 4 d (
c o n v o l u t i o n f o r w a r d <1 ,1 ,1 ,1>(O2 , W2) , B2 ) ) ;

O4 = max pool forward <2, 2>(O3 ) ;

O5 = r e l u ( b i a s a d d 2 d (
r e s h a p e ( O4 , N, 32 ∗ 8 ∗ 8) ∗ W3, B3 ) ) ;

O6 = s igmoid ( b i a s a d d 2 d ( O5 ∗ W4, B4 ) ) ;

The last benchmark is evaluating the performance of the
forward pass of a Convolutional Neural Network (CNN). The
inputs of the network are color images of 32x32 size. The
first convolutional layer has 16 filters of 3x3 size with padding
and the second convolutional layer has 32 filters of the same
configuration. Both convolutional layers are followed by a max
pooling layer with 2x2 kernal. Finally, two dense layers are
used, the first with 1000 hidden units and the last one with 10
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Fig. 7: Performance of the forward pass of a Convolutional
Neural Network in CPU-mode and GPU-mode for different
number of inputs.

hidden units. All layers use the Rectified Linear Unit (ReLU)
function, except for the last layer, using the softmax function.

The results are presented in Figure 7 for various number
of inputs. In that test, the GPU version is significantly
faster than the CPU version. For the maximum number
of inputs, the GPU is more than five times faster. For a
small network and small inputs and considering that the CPU
implementation was also heavily optimized, this is an expected
result. In practice, it can be seen that the speedup for larger
networks is larger.

VI. CONCLUSION

In this paper, we presented a novel approach for imple-
menting a GPU expression templates library in a completely
seamless way. This approach can be used either on CPU or
GPU while always using the full capabilities of the platform,
without changing a single line of code. It was shown that the
execution of the code on GPU was significantly faster than on
CPU, at the cost of a simple recompilation of the code. We
believe that GPU Smart Expression Templates offer a very
effective way to give the user the full capabilities of the GPU
while not adding in complexity to the code.

In the proposed approach, there is still work to be done. The
first important task would be to compare the performance of
our approach with the performance of other GPU Expression
Templates frameworks. Then, some expressions are still only
available on CPU. Although this is completely transparent
for the user of the library, it means that the data will go
back and forth between CPU and GPU, implying a large
overhead. Moreover, some operations are still using some
device synchronization, either implicitly or because some
operations need some extra memory whose allocation forces a

synchronization. Reducing as much as possible these points of
synchronization could also improve the overall performance.
Using CUDA streams could also speed up the library. In-
deed, using multiple streams would allow memory copies and
kernels to overlap execution. Moreover, when many small
kernels are run, making them run in different streams can
greatly improve the GPU utilization. However, this would
require an advanced dependency analysis of the expressions.
Advanced selection of GPU and CPU could also profit the
performance of the library. For instance, a small computation
could run on the CPU while the GPU is already busy. The
existing architecture could also be leveraged to provide new
features such as automatic differentiation [34]. Finally, the
library does not have any support for multi-GPU. Although,
it is able to run on a multi-GPU system, it will only use one
GPU. Simply allowing the user to choose the GPU for each
operation would be a step in the correct direction. In the case
of some very large matrices, it could also be interesting to
use multiple GPUs for a single operation, such as matrix-
matrix multiplication. This could be achieved using a multi-
GPU BLAS implementation [35].

APPENDIX A
IMPLEMENTATION

Our C++ approach to GPU Smart Expression Templates is
implemented on the form of a header-only library, Expression
Templates Library (ETL). This library supports vectors and
matrices with any number of dimensions. It supports element
wise operations such as adding two matrices together or the
Hadamard product. It also supports matrix and vector multi-
plications. Unary operations such as logarithms, exponentials,
trigonometric functions or square root are also available and
can be applied to matrices or expressions. Not only does the
library support single-precision and double-precision floating
point values, it also supports integers, booleans and complex
numbers. It also has support for various random number
generators and distributions. Since the library was built to
support machine learning experiments, it has extensive support
for operations such as various forms of convolutions, multi-
dimensional pooling, embeddings, batch operations or Fast
Fourrier Transform (FFTs).

The library was designed to take as much advantage as
possible of the available hardware. It has extensive support
for vectorization (with SSE and AVX) and parallelization.
When available, it uses the efficient BLAS implementation
for many routines. Nevertheless, optimized implementations
of operations on small matrices have been written when BLAS
was not as fast as possible. When efficient implementations are
not available, such as for the convolution operations, hand-
crafted vectorized implementations have been done. When



possible, optimized kernels are written for the most used
configuration such as some convolution or pooling kernel size.
Finally, as explained in this paper, it is able to take full
advantage of the GPU when it is available. All operations
of the library are always available in all compilation and
hardware configurations, optimized kernels are only used when
possible and when set by the user. Therefore, this library is
highly portable as long as a C++ compiler exists for the target
platform. Moreover, the library architecture makes it easy to
add new implementations of existing operations in order to
take advantage of better hardware or better software, without
ever changing a line of user code.

This library is available online1, free of charge, under the
terms of the MIT license. The complementary GPU library,
etl-gpu-blas, is also available online2, under the same terms.
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