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Abstract—The dynamic signature is a biometric trait widely
used and accepted for verifying a person’s identity. Current auto-
matic signature-based biometric systems typically require five,
ten, or even more specimens of a person’s signature to learn
intrapersonal variability sufficient to provide an accurate veri-
fication of the individual’s identity. To mitigate this drawback,
this paper proposes a procedure for training with only a sin-
gle reference signature. Our strategy consists of duplicating the
given signature a number of times and training an automatic
signature verifier with each of the resulting signatures. The dupli-
cation scheme is based on a sigma lognormal decomposition of
the reference signature. Two methods are presented to create
human-like duplicated signatures: the first varies the strokes’
lognormal parameters (stroke-wise) whereas the second modifies
their virtual target points (target-wise). A challenging bench-
mark, assessed with multiple state-of-the-art automatic signature
verifiers and multiple databases, proves the robustness of the
system. Experimental results suggest that our system, with a
single reference signature, is capable of achieving a similar per-
formance to standard verifiers trained with up to five signature
specimens.

Index Terms—Duplicated signatures, dynamic signature
verification, kinematic theory of rapid human movements, single
reference signature system (SRSS).

I. INTRODUCTION

VERIFYING the identity of people through their
signatures is an important goal in the field of

biometrics [1], [2]. While much more stable traits, such as
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the fingerprint and iris are often used because of their high
performances, handwriting signatures are still being used and
researched. The signature’s cultural acceptance for personal
authentication and its presence in wills, contracts and other
important documents over centuries makes it a worthwhile
trait to justify the efforts of the research community and
industry.

The execution of a signature depends on a very complex
system, strongly influenced by behavioral and social condi-
tions. As a result, two repetitions of a signature from the same
writer never have an identical appearance. This effect is known
as intrapersonal variability. Consequently, many systems have
different effective error rates for verifying the authenticity of
a signature, depending on the training conditions. One of the
main limitations of current systems is the number of training
signatures required to learn the unpredictable level of intraper-
sonal variability. The more signatures enrolled during training,
the better the expected test performance.

Nevertheless, in a real situation, it is often impractical
to obtain many signature samples from a client, for exam-
ple, in the context of banking applications. Therefore, this
paper explores strategies to design an automatic signature
verification system using only one real reference signature
per enrolled signer. Dynamic signature acquisition is chosen
because it is a natural modality for the user.

In this context, signature variability is rarely derived from
a single sample but this paper shows that it can be usefully
achieved by means of a human behavioral model of signa-
ture kinematics. One of the most mature models for human
movement analysis is the kinematic theory of rapid move-
ments [3]–[5]. This theory has demonstrated its effectiveness
in the development of tools for learning handwriting in chil-
dren [6], detection of problems related to brain strokes [7],
and especially in signature verification [8]–[15].

In particular, the sigma-lognormal model [9] analytically
decomposes the complex movement into a linear combina-
tion of lognormal strokes. Based on lognormal parameters,
it is possible to obtain a robust mathematical framework,
able to exploit the intrapersonal variability of a signature
from both a neuroscience and a computational point of
view. This paper uses these perspectives for the design of
a single reference signature system (SRSS), which dupli-
cates signatures derived from only a single, real reference
specimen for synthesizing human-like intrapersonal variabil-
ity, related to both the signature shape and its kinematic
properties.
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A. Related Work

This paper belongs to the active research field of automatic
handwritten signature verification. Many techniques have been
explored to solve the problem of signature verification, the
vast majority of which have been discussed in comprehen-
sive surveys [16]–[21]. Although most methods have achieved
reasonable levels of performance, there are few examples in
the literature of the use of an SRSS for verification purposes.
However, inspired by the forensic handwriting expert’s task of
comparing a single reference signature and a questioned speci-
men, the ICDAR 2009 Signature Verification Competition [22]
proposed to participants, who had to use a specified system, the
solving of the problem of a single reference signature with a
specific signature database. In addition to not describing either
the methodology to participants or the systems to the scien-
tific community, according to the competition rules, only the
skilled forgery experiment was considered. However, in this
paper, we describe the design of an SRSS, which can be used
for standard automatic signature verifiers for both random and
skilled forgery tests and with multiple databases.

One of the first contributions on using an SRSS for auto-
matic verification was reported in [23]. Galbally et al. [23]
followed the strategy of duplicating the reference signature to
enlarge the training set. To duplicate signatures, the work dis-
cussed a three step architecture: 1) the addition of low-pass
noise to the original trajectory and a pressure signal; 2) the
modification in the duration of the signatures by an expansion
or contraction of the signals; and 3) affine and geometrical
distortions to the shape of the duplicates. The results achieved
were around three times better for the random forgery tests
and two times better for the skilled forgery tests as com-
pared to their own baseline for the reference signature alone.
It is also noteworthy that their experiments were conducted
with a specific online signature database and a hidden Markov
model (HMM) classifier.

A second proposal by the same authors can be found in [10].
Their strategy consisted in duplicating many times the refer-
ence signature by using the kinematic theory of rapid human
movement. New specimens were obtained by introducing three
sources of Gaussian distortion into the parameterized signa-
tures and then resynthesizing again. Despite promising results
from a performance-based perspective, the method was not
directly compared to [23] because of the use of another
different database as a different verifier. Additionally, more
experiments were required to prove the robustness of the
method.

In the offline domain, we have found a few systems which
duplicate signatures as a solution to modeling the spatial
intrapersonal variability when the static signatures are gen-
erated from online specimens. As a consequence, in [24], two
signatures aligned with dynamic time warping were used as the
basis of generating duplicated specimens. A similar situation
was studied in [25]. In this case, Ferrer et al. [26] proposed a
cognitive model to duplicate the trajectory and the use of an
ink deposition model to represent the image-based duplicated
signatures. Nevertheless, none of these contributions dupli-
cated the dynamic properties of the signatures. Therefore, the

verification was carried out through offline signature verifiers
so as to achieve the improvements in the performance.

B. This Paper

The main contribution of this paper is the design of an SRSS
for verification purposes. We use a biological neuromuscular
model to duplicate online signatures as a means to deal with
intrapersonal variability. As such, not only is the trajectory
of the signatures duplicated, but also their dynamic properties
such as velocity and acceleration.

The procedure proposed in this paper considers a biologi-
cal and neuromuscular model to reproduce signatures and to
build a robust SRSS. Thus, we complete the exploratory work
reported in [10]. Two procedures for generating duplicated
signatures are suggested here: 1) the former consists of mod-
ifying all the sigma-lognormal parameters by which a single
stroke is redefined and duplicated and 2) the latter modifies
the strokes by perturbation of the target points of their action
plan with a cognitive inspired model [25] and rebuilding the
signature. Each approach, called the stroke-wise (SW) and
the target-wise (TW) method, respectively, has the property
of generating human-like duplicate signatures with a realis-
tic intrapersonal variability. The proposed system which fits
the business requirement of using only a single available
enrolled signature is assessed with multiple classifiers and
databases.

The outline of this paper is as follows. The following
section contains a brief description of the neuromuscular rep-
resentation of the signatures with the sigma-lognormal model.
Section III presents the proposed generation methods we use
to produce duplicated signatures (SW and TW methods).
Databases and automatic signature verifiers are described in
Section IV. The setup of the SRSS is presented in Section V.
Experimental results and a comparison with the state-of-the-
art are discussed in Section VI. Finally, concluding remarks
are drawn in Section VII.

II. SIGMA-LOGNORMAL MODEL FOR SIGNATURES

The sigma-lognormal model is the design basis of the
SRSS.1 This section details the use of this biological
model [27] to calculate the intrapersonal variability using the
generated duplicated signatures. Fig. 1 shows an example of
signature reconstruction by using this model.

A. Signature Preprocessing

Standard signal preprocessing was carried out for dynamic
signatures captured by any device such as LCD touch pad,
Wacom, handheld, etc. The preprocessing prepared the signa-
tures for subsequent extraction of the sigma-lognormal model
parameters. This consisted of three consecutive steps applied
to each component trajectory.

1) Trajectory Resampling: Each component was resampled
at 200 Hz, which was the suggested sample rate for
extracting the sigma-lognormal model data. As such, the

1We use Script-Studio software with dynamic signatures to extract the log-
normal parameters. This software is shared after signing a license agreement.
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Fig. 1. Example of real and reconstructed signature. Stroke refers to a neu-
romuscular command to execute an elementary movement, which is drawn in
gray dotted lines. The term component is used to describe the number of pen-
downs, two in this example. Trajectory involves the whole movement which
can comprise several components, each component being generally made up
of many strokes.

original time sequence was artificially substituted with
a new one sampled at 200 Hz and based on cubic spline
interpolation.

2) Trajectory Smoothing: Next, a Chebyshev filter was
applied to the interpolated trajectory. The filter enhanced
the signals, therefore removing the particular noise often
introduced by the capturing device.

3) Trajectory Enlarging: For 200 ms at 200 Hz the initial
and the final sampling points were repeated both for the
horizontal and vertical signals independently. This third
step introduced a null velocity during the first and last
200 ms and led to an improved extraction of the first and
the last stroke parameters.

B. Sigma-Lognormal Parameter Extraction

The kinematic theory of rapid human movements describes
a movement as resulting from the controlled activation of
the impulse response of a neuromuscular system, which is
modeled through the vector summation of lognormal func-
tions [5], [8], [9], [28]. Each component of the trajectory is
analyzed individually. Note that in this context the term com-
ponent refers to the trajectory between the beginning and
the end of a pen-down movement. A component is usually
composed of several elementary strokes hidden in the signal.

Each stroke {Pi}i=n
i=1 is represented by one parameterized log-

normal, n being the total number of strokes made during the
execution of one component. The theory assumes that each
individual impulse during the signature starts by executing the
ith lognormal movement at time t0i by inputting a command
Di into the neuromuscular system. The execution of this move-
ment depends on the timing properties of the neuromuscular
network activated, which is represented by the parameters μi

the log-time delay and σi, the log-response time. It is also
assumed that the movement of a single stroke occurs along
a pivot with respect to a starting angle θsi and an ending
angle θei . In total, each stroke is described in 2-D space by
six sigma-lognormal parameters: Pi = (Di, t0i , μi, σi, θsi , θei).

The velocity of the complete handwriting movement is consid-
ered as the vector summation of the individual stroke velocities
�v(t) = ∑n

i=1 �vi(t), where the magnitude and direction of each
stroke is described as

|�vi(t)| = Di√
2πσi

(
t − t0i

) exp

(

−
(
ln

(
t − t0i

) − μi
)2

2σ 2
i

)

(1)

φi(t) = θsi + θei − θsi

Di

∫ t

0
|�vi(τ )|dτ. (2)

A central part of the framework is the fully automatic extrac-
tion of the stroke sequence P = {P1, . . . , Pi, . . . , Pn} from
observed pen tip velocity profiles. The algorithm [9] is based
on two main steps.

In the first step, it localizes the strokes Pi using the origi-
nal velocity �v(t). A local maximum is identified in the speed
profile along with neighboring inflexion points and minima.
To identify a stroke, the maximum speed and the area under
the curve have to be greater than a certain threshold. The sec-
ond step extracts the analytical parameters of each identified
stroke on the basis of zero crossings of the first and second
derivatives of the lognormal equation. The result of this Robust
XZERO (RX0) estimator is further improved with nonlinear
least squares curve fitting. These two steps are repeated until
the quality of the stroke sequence cannot be further improved.
The quality of the extraction process is estimated with respect
to the squared Euclidean distance between the original veloc-
ity �vo(t) and the reconstructed velocity �vr(t) expressed as the
signal-to-noise ratio (SNR)

SNR = 10 log

( ∫ te
ts

|�vo(τ )|2dτ
∫ te

ts
|�vo(τ ) − �vr(τ )|2dτ

)

. (3)

The time ts is the start time and te is the end time of the
trajectory. High SNR values indicate high reconstruction qual-
ity of the speed profile. We refer the reader to [9] for more
details on the neuromuscular representation framework.

C. Signature Reconstruction

The trajectory of the analytical signature is obtained com-
ponent by component. It can be reconstructed by the following
equations:

vx(t) =
n∑

i=1

|�vi(t)| cos(φi(t)), vy(t) =
n∑

i=1

|�vi(t)| sin(φi(t)) (4)

x(t) =
∫ t

0
vx(τ )dτ, y(t) =

∫ t

0
vy(τ )dτ. (5)

Because the trajectory of each component is extended dur-
ing preprocessing to improve the parameter extraction, the first
and final 200 ms are ignored for both x(t) and y(t).

Once all trajectory components are processed, to build the
whole signature, each component is joined, starting at the same
time and position as in the original signature. This guarantees
the coincidence between the initial point of the original and
the reconstructed signatures.
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III. GENERATION OF DUPLICATED SIGNATURES

Two methods are proposed for duplicating the reference
signature: 1) an SW sigma-lognormal parameter distortion
method and 2) a TW sigma-lognormal action plan distortion
method. In each method, the lognormal signature parameters
are modified—Pi → P̂i = (D̂i ,̂ t0i , μ̂i, σ̂i, θ̂si , θ̂ei)—to mimic
from only one real specimen the human signature intrapersonal
variability.

One of the major advantages of the sigma-lognormal model
is its use for the neuromuscular decomposition of the move-
ment into elementary strokes and the recovery of the initial
action plan. This enables us to generate new trajectories by
keeping the intrapersonal variability at stroke level, instead
of altering the observed trajectory. In this paper, the number
of strokes of the original signature is not modified, only the
parameters that define a stroke.

A. Method 1: Stroke-Wise Distortion Method

In this method, the intrapersonal variability is artificially
introduced by changing the sigma-lognormal parameters stroke
by stroke. Three sources of variability are employed in this
model: 1) temporal; 2) spatial; and 3) neuromuscular. All the
perturbations are based on Gaussian noise.

1) The neuromuscular intrapersonal variability is achieved
by distorting the parameters related to the neuromuscular
execution of the stroke

μ̂i = N
(
μi;

(
μi · dμ

)2
)

(6)

σ̂i = N
(
σi; (σi · dσ )2

)
. (7)

2) The intrapersonal variability regarding the motor com-
mand time occurrence of each stroke is generated by

t̂0i = t0i + N
(

0; (
dt0

)2
)
. (8)

3) To represent the geometrical intrapersonal variability in
each stroke, a deformation is applied to the magnitude
and stroke direction as follows:

D̂i = N
(

Di; (Di · dD)2
)

(9)

θ̂si = θsi + N
(

0; (
dθs

)2
)

(10)

θ̂ei = θei + N
(

0; (
dθe

)2
)
. (11)

As extreme values of the normal distribution could distort
the human-like appearance of the duplicated specimens, the
randomly generated values are clipped in the range of twice the
standard deviation which comprises 95 % of the distribution.

Once a new sequence of strokes parameters P̂i is obtained,
the duplicated signature is reconstructed according to the
�� (1), (2), (4), and (5). Each duplicated component starts at
the same position as the original one.

A similar method was proposed in [14] in the context
of fully synthetic generation of flourish like signatures. In
this paper, the SW distortion method allows us to gener-
ate duplicated specimens from a real signature that contains
a flourish and text. These duplicated signatures are used to
train an automatic signature verifier along with the single

Fig. 2. Computation of the scale factor and rotation angle when a virtual
target point is sinusoidally translated.

reference one. The verifier is tested with real signatures, which
is a difference with respect to [14] since training and test-
ing is performed only with synthetic signatures in that study.
It is worth mentioning that the main difficulty in this paper
is the incorporation of duplicated signatures into real biomet-
ric signature verification processes since the duplicates have
to be generated by fitting the peculiarities of the intrapersonal
variability of real people.

B. Method 2: Target-Wise Distortion Method

An advantage of the �� model is the extraction of parame-
ters which allows us to recover the virtual target points of the
action plan used to generate a given trajectory [19]. Virtual tar-
gets are defined as the end points of the strokes when executed
in isolation. A signature is the result of multiple overlapped
strokes. Therefore, in most cases, the writing instrument does
not reach the virtual points, except for the last stroke, which
ends at its corresponding virtual target.

The model introduced in [25] suggests that the sinusoidal
mapping of the target points generates a human-like variabil-
ity for obtaining a new signature sample. This concept is
combined with the lognormal formulation by applying such a
sinusoidal transformation to the virtual target points as follows:

x̂VT = xVT + Ax sin(ωxxVT + φx) (12)

ŷVT = yVT + Ay sin
(
ωyyVT + φy

)
(13)

where the real virtual target point coordinates are denoted
by (xVT, yVT) and the duplicated ones as (̂xVT, ŷVT). (Ax, Ay)

refers to the amplitude of the sinusoid, (ωx, ωy) to the oscil-
lation frequency, and (φx, φy) to the phase. Fig. 2 illustrates
the geometrical consequence in the action plan when a virtual
target is moved. Accordingly, Di, θsi , and θei are modified by
using λ = δ2/δ1 and the rotation angle α, as depicted in Fig. 2

D̂i = Di · λ (14)

θ̂si = θsi + α (15)

θ̂ei = θei + α. (16)

The sigma-lognormal parameters related to the neuromus-
cular intrapersonal variability and the motor command time
occurrence of every stroke were modified in accordance with
the normal distribution defined in (6)–(8). All parameters were
modified anew in this second method.

As the initial point of every component changes its position
because of the pen-up to pen-down transition, this procedure
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TABLE I
SNR-BASED EVALUATION FOR GENUINE, FORGERIES

AND WHOLE SIGNATURE DATABASE

introduces a certain variability to the component trajectory
positioning. Finally, this algorithm also introduces a realis-
tic variability to the original skew of the whole signature with
respect to ascenders and descenders. The parameters regarding
with this deformation were previously optimized in [25].

IV. DATABASES AND VERIFIERS

A. Databases

We have studied the SRSS on six publicly available online
signature databases that are widely used in the literature. The
main differences among these databases were the acquisition
protocol, the geographical location and registering device. In
the following, the databases used in this paper are briefly
described.

1) SUSIG-Visual Subcorpus [29]: It is considered for its
wide acceptance in many research papers. This database con-
tains 94 users with 20 genuine signatures, acquired in two
sessions, and ten skilled forgery signatures. This subcorpus
was collected with an LCD touch device.

2) SUSIG-Blind Subcorpus [29]: It consists of 88 users
with 8 or 10 genuine repetitions and 10 forged signatures per
user. The volunteers could not see the signature trajectory as
visual feedback during the acquisition process was denied.

3) SVC-Task1 Subcorpus [30]: It includes both Chinese
and English signatures, each captured by a WACOM tablet.
This subcorpus is composed of 40 users with 20 genuine and
20 forged signatures per user. Because only the dynamic tra-
jectory is provided, this subcorpus is not popular among the
scientific community.

4) SVC-Task2 Subcorpus [30]: It is one of the most widely
used corpuses because, apart from the sampled trajectory, this
subcorpus also provides the pressure and pen-orientation sig-
nals. It is also composed of 40 users with the same number
of genuine and forged signatures as in Task1.

5) MCYT100 Subcorpus: It is a part of the full MCYT
database [31] and was captured by a WACOM tablet. It con-
tains 100 users with 25 genuine signatures acquired in two
sessions and 25 skilled forgeries.

6) SG-NOTE Database [32]: This is at present one of the
few publicly available mobile signature databases. This cor-
pus, captured with a Samsung Galaxy Note mobile phone, is
composed of 25 users with 20 genuine signatures collected in
two sessions.

All signatures were initially reconstructed in the sigma-
lognormal domain. Table I shows the quality of the signature

reconstruction in terms of the SNR for each database. Previous
studies [33] have shown that an SNR greater than 15 dB is
sufficient for reconstructing rapid human movements. As the
results show, the reconstructed signatures can conveniently
represent their original version; these reconstructed signatures
are the input to the SRSS for its performance-based evaluation.

In order to unify all database conditions, we have omitted
the pen-up components. This does not affect the validity of the
experimental assessment as the kinematics of the pen-downs
and pen-ups are similar. Moreover, it enables us to work in a
more realistic domain since the current handheld devices do
not register pen-ups.

B. Automatic Signature Verifiers

Three different dynamic automatic signature verifiers were
used during the experiments. They were based on completely
different features and matchers. These systems allowed us to
study the impact of our method across different technologies
belonging to the current state-of-the-art.

1) System A (DTW-Based Verifier [10], [34]): Only the tra-
jectory signals and their first and second derivatives were used
to build the feature vector per component. The final feature
matrix for a signature was obtained by concatenating all fea-
ture vectors and computing the z-score. A standard version of
the DTW was configured to optimize the Euclidean distance
with three local transitions. The search space was reduced by
a Sakoe–Chiba band [35] with a width of 10 %. The relation-
ship of a questioned signature q to the signer model was then
quantified in sR(q) as the minimum distance between this sig-
nature and the model: sR(q) = argminr∈R [DTW(q, r)], where
R includes all signatures in the training set. Then, a two-stage
score normalization was carried out to compute the final score.
While the warping path length |p| of the minimum DTW dis-
tance was used to detect weak forgeries in a first stage, a
weighted factor μR calculated by the average DTW distance
among the signatures used to train, copes with more skilled
forgeries in a second stage.

2) System B (Manhattan Distance-Based Verifier [36]):
Since this histogram-based verifier is particularly convenient
for handheld devices, at least according to the reported promis-
ing results with a proprietary mobile signature database,
we have implemented a version following the configuration
described in [36]. We took into account the dynamic signatures
under three considerations: 1) resampling; 2) concatenation of
the components; and 3) addition of extra histogram features.
To use a unique configuration of this verifier, all of its param-
eters were optimized for the SUSIG-Visual subcorpus. The
same verifier was used for the other databases without any
modification. The thresholds in the algorithm were set to the
following values: β = 0.1; εrel = 0.5; εabs = 0.5 and the
weights of the histograms R and � − �d(1,2) were increased
three times with respect to the other histograms, following the
same nomenclature as in [36].

3) System C (HMM-Based Verifier [37]): Using the same
features as for the DTW-based verifier, we have implemented
an HMM verifier as proposed in [37]. System parameters
include the number of HMM states and the number of



DIAZ et al.: DYNAMIC SIGNATURE VERIFICATION SYSTEM BASED ON ONE REAL SIGNATURE 233

TABLE II
SUSIG-VISUAL EER (%) RESULTS TRAINING WITH THE FIRST SIGNATURE PLUS DUPLICATES;

SW DISTORTION METHOD AND DTW-BASED VERIFIER

Gaussian mixtures per state. We considered α · LR HMM
states in a linear topology, where 0 < α < 1 and LR was
the average number of sampling points of the enrolled refer-
ence signatures. Again, the system parameters were optimized
on the SUSIG-Visual subcorpus and were used for the rest
of the databases without any modification. In particular, we
set α = 0.04 and used 11 Gaussian mixtures for training
with duplicated signatures. In order to validate the correct-
ness of our HMM implementation, we also tested the system
on MCYT-100 using the first ten genuine signatures of each
user for training and achieved an equal error rate (EER) of
0.80% for random forgeries and 3.76% for skilled forgeries.
These results were indeed very similar to the results reported
in [37] for MCYT, namely, 1.04% for random forgeries and
3.36% for skilled forgeries, which demonstrates the validity
of our implementation.

V. SINGLE REFERENCE SIGNATURE SYSTEM SET UP

The SRSS needs to set up several variables. These variables
are (dD, dt0 , dμ, dσ , dθs , dθe) for both SW and TW methods.
These values are optimized experimentally using the SUSIG
Visual subcorpus database and the DTW-based verification.

These values are set by looking for the best tradeoff among
the following three criteria.

1) Optimum Performance of the SRSS: The performance is
measured in terms of EER2 of the SRSS for different
values of the variables and the number of duplicates. As
is usual in forensic environments, the skilled forger test
is prioritized over the random one.

2) Minimum Computational Load: This criterion is tied to
the number of duplicates which increases the compu-
tational load due to the cost of both duplicating the
signature and classifying. In the case of the DTW,
the training computational load increases quadratically
with the number of duplicates and the testing load
increases linearly. The Manhattan-based and HMM sys-
tems have the same time relationships for the load during
testing. The duplicates are used to find the optimal

2The EER represents the operating point when the types I and II errors are
coincident, i.e., false rejection ratio (FRR) and false acceptance ratio (FAR),
respectively.

model parameters, which makes training take somewhat
longer.

3) Human-Like Duplicates: To avoid duplicates beyond the
natural intrapersonal variability, the images obtained are
visually checked to limit the variability of the system
parameters.

Once, the set up framework is established, the variables for
the SW distortion method are obtained as follows.

1) The variables (dt0 , dμ, dσ ) are fixed to the values opti-
mized in our preliminary study [10], i.e., dμ = dσ = 0.1
and dt0 = 2.5.

2) The search space for the remaining parameters
(dD, dθs , dθe) is simplified by applying the same defor-
mation levels to each of them.

3) Table II shows the performance of the SRSS for a grid
of (dD, dθs , dθe) values and a different number of train-
ing duplicated signatures. It can be seen that there is a
minimum in the error surface around 32 duplicates and
dD = dθs = dθe = 0.2 in the random forgery scenario.
For a skilled forgery the minimum is reached around
dD = dθs = dθe = 0.2 and 128 duplicates.

4) Fig. 3 illustrates that this procedure generates human
like signatures up to dD = dθs = dθe = 0.1.

5) Looking for the minimum error in dD = dθs = dθe = 0.1
columns and taking into account the goal of reducing the
computational load, a tradeoff set up can be established
in dD = dθs = dθe = 0.1 and 32 duplicates.

6) A double check was performed at this point in order to
analyze the duplicate stability. Thus, the SRSS was run
ten times to obtain the following average performance
and standard deviation: (EERRF = 2.33%, σRF = 0.12)

and (EERSF = 7.74%, σSF = 0.20) for random and
skilled forgery experiments, respectively.

For the TW distortion method, we followed the steps.
1) The parameters relating to the neuromuscular intraper-

sonal variability were fixed heuristically to dμ = dσ =
0.025. Then, the search space was reduced to dt0 .

2) Table III shows the performance of the SRSS for a grid
of dt0 values and a different number of training dupli-
cates. In this case, the minimum error surface seems
to be around 16 duplicates and dt0 = 0.05 in the ran-
dom forgery scenario and 64 duplicates and around
dt0 = 0.05 for the skilled forgery.
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Fig. 3. Variation in the appearance of the signatures as a function of distortion increase. The first row refers to SW distortion method in which dD, dθs , and
dθe are changed; the second row corresponds to the TW distortion method, in which dt0 is tuned.

TABLE III
SUSIG-VISUAL EER (%) RESULTS TRAINING WITH THE FIRST SIGNATURE PLUS DUPLICATES;

TW DISTORTION METHOD AND DTW-BASED VERIFIER

3) The second row of Fig. 3 suggests that this sec-
ond procedure generates human-like signatures up to
dt0 = 0.05.

4) Prioritizing the skilled forgery scenario over the random
forgery as is usual in forensic environments, the set up
can be stablished at dt0 = 0.05 and 64 duplicates.

5) Running the complete system ten times at this opera-
tive point for a double check, we obtained (EERRF =
1.55 %, σRF = 0.08) and (EERSF = 6.67 %, σSF =
0.09) for random and skilled forgery experiments,
respectively. These results confirm the stability of the
selected operative points.

VI. EXPERIMENTAL RESULTS

The experimental evaluation aims to validate the SRSS
in several ways. First, the human likeness of the duplicated
signatures is assessed via a visual Turing test. Second, the reli-
ability of the designed SRSS is tested through multiple public
databases and standard verifiers. Finally, a performance com-
parison with the state-of-the-art systems positions this paper
with respect to previous work that uses several samples for
training.

A. Visual Turing Test Validation

The human capacity to distinguish our duplicated signa-
tures from real specimens has been evaluated through a visual
Turing test. This consists in measuring the human ability to
distinguish between real and computer duplicated signatures.
With this aim, a number of pairs of signatures were showed

Fig. 4. Visual Turing test subset. The first column shows the reference
signatures. The following columns show duplicated signatures. No asterisk
means made by human beings, * means duplicated with the SW method, and
** means duplicated with the TW method.

to different volunteers. In each pair, the first was the refer-
ence signature and the second was a duplicate of the given
reference signature. Each volunteer was questioned about the
authorship of the second one, i.e., whether the second one was
duplicated by a human being or by a computer. In this one-
by-one process, the reference signature was the same for each
of five consecutive questions.

Similarly to [15], [26], and [38], a set of 100 questioned
specimens composed of 50 signatures written by real human
beings, 25 duplicates following the SW method and 25 dupli-
cates made on the basis of the TW method were judged by 100
nonforensic volunteers from several Western countries. Fig. 4
shows a subset of this experiment.

Once the questioning had been conducted, different mea-
sures were carried out to evaluate the distinguishability of
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Fig. 5. ROC curves for (a) random and (b) skilled forgery tests using three verifiers and six databases. Systems A, B, and C are the DTW, Manhattan and
HMM-based classifiers, respectively.

TABLE IV
VISUAL EXPERIMENT RESULTS

human and machine made duplicates. These measures are
described in Table IV through different type of error rates. For
all these error rates, 50% means that the real and duplicated
signatures cannot be told apart.

These error rates are given in Table IV along with a bino-
mial test indicating how probable the outcome is regarding
a fair coin toss. For both SW and TW duplicates, the arti-
ficial signatures were considered as real in more than 50 %
of the cases, which means that human beings were not able
to distinguish duplicates from real signatures. For the TW
duplicates (FTWR), the deviation from a fair coin toss was

actually statistically significant (P < 0.05), i.e., human beings
seem to be systematically biased toward judging the duplicates
as real signatures. In summary, these results clearly emphasize
the human likeness of the generated duplicates.

B. Performance Experiments

The results of the SRSS when tested against three standard
automatic signature verifiers on six publicly available, online
signature databases with the two duplication methods are illus-
trated at Table V. To establish a fair comparison, all verifiers
had the same configuration for all databases and only the first
registered signature per user was used for training in each
case. The baselines were obtained by training with only one
enrolled signature, without duplicates. For testing, we used
all available genuine signatures from all remained users and
forged signatures to compute the FAR curves for random and
skilled forgery tests, respectively. In both experiments, all gen-
uine signatures—except the first one—were used to estimate
the FRR curves.

On the “System A: DTW-based,” excellent results are
obtained in the random forgery mode, the best being achieved
with the SVC-Task2. This observation is reinforced by the
skilled forgeries results, where we obtain the best results with
the SUSIG-Blind subcorpus. It is also worth pointing out that
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TABLE V
EER (%) COMPREHENSIVE EVALUATION USING THE FIRST ENROLLED REAL SIGNATURE PER

USER FOR TRAINING. SW DENOTES THE STROKE-WISE DUPLICATION METHOD AND TW THE TARGET-WISE

in this system, TW method performs slightly better than SW
for all databases in random forgery and for three out of five
in skilled forgeries.

On the “System B: Manhattan-based,” relevant improve-
ments are obtained in all cases for random forgeries. The most
relevant effect is shown again in SUSIG-Blind subcorpus. Note
that this database was not used to fine-tune the system, but only
as a testing database. Moreover, we can observe that skilled
forgery, the most difficult and relevant test, also improved on
the baseline performance. Although the improvements are not
as impressive as in random forgery, the performance is not
impaired in any case. Additionally, although a comparison
between SW and TW performances lead to obtaining similar
findings, we can observe that the SW method achieves a better
performance for the SVC-Task1 and SVC-Task2 databases.

On “System C: HMM-based,” the potential of the designed
SRSS is proven. All cases show notable improvements in ran-
dom forgery. Although the TW only slightly improved the
results, the best performance was given by the Mobile database
with the SW method. In the case of skilled forgeries, the per-
formance was also reduced for both duplication procedures,
the TW method being a little better than for the SVC-Task1.

In general terms, experimental results highlight the robust-
ness of the SRSS since the common tendency observed in all
cases is that both duplication methods give improvements in
all cases with respect to the baseline. Also, we could say that
both duplication methods (SW and TW) perform in a similar
way, thus highlighting a coherent improvement for both ran-
dom and skilled forgery tests. Additionally, this is graphically
illustrated in Fig. 5 with the ROC curves for both random and
skilled forgery tests. So it is possible to conclude that both
duplication methods mimic in a reasonable way the intraper-
sonal variability of the different databases which is the basic
requirement for an efficient SRSS. The maximum impact on
performance is provided by the DTW-based system.

C. Automatic Signature Verifier Results Comparison

To contextualize the SRSS with the state of the art, our
experimental results obtained with the DTW-based verifier are
compared in Table VI with state-of-the-art results for each of
the six databases. The methods are ranked according to their
reported performance in the skilled forgery test. The Table
notes different experimental protocols which could introduce
a certain bias.

On the SUSIG-Visual subcorpus, our result in the TW
method for the skilled forgery test (EER = 6.67%) was very
close to the results in [36] and [39] (4.37% and 5.38%, respec-
tively). Both works were published only one year ago using
five training signatures. For the random forgery test, only two
methods achieved better results than ours: in [45] ten signa-
tures were used for training and in [49] skilled forgeries along
with six genuine specimens were added to the training set.
These results highlight the potential of the proposed system.
Note that the good results could be explained by the fact that
our method was optimized with respect to this database.

On the SUSIG-Blind subcorpus, not many results have been
reported in the literature. Our EER was 2.37 % higher than that
reported in [29] for the skilled forgery test. Moreover, it was
1.28% lower than that in [29] for the random forgery test,
highlighting the potential of a two-stage verifier.

On the MCYT corpus the comparison was biased among the
different methods, mainly because of the number of users. We
have chosen 100 users as with the majority of the methods.
Although the number of users varies among the reported work,
it can be seen that our proposal improves the EER for both
tests considered with respect to the only other method that
uses one training signature [23]. Regarding to the subsequent
ranked method [40], the EER of our system was 5.76% lower
for the skilled forgery test. For the random forgery test, our
result was 1.94% lower than the closest systems [43] and [46].

On the SG-NOTE database, only the random forgery test
was carried out because no forgeries were collected. Our sys-
tem outperformed the reference system [32] by 0.80%. This
is particularly interesting because the proposed SRSS was not
optimized for this database. It reinforces the applicability of
our method to mobile signatures on handheld devices.

On the SVC-Task1 subcorpus, only few results have been
published. Despite differences in the training, our EER of
17.25% was relatively poor when compared with 3.16% in [49]
and 2.84% in [30] for the skilled forgery test. The refer-
ence systems on the other hand, especially in the competition
results, were optimized specifically for the SVC database.
Nevertheless, better results were obtained again for the ran-
dom forgery test, where the TW method with 1.50% of EER
which outperformed the results in [30] with 1.85% and has
performed just slightly worse when compared with EER =
0.45% in [49].

On the SVC-Task2 subcorpus, many methods have been
studied in the literature, probably because it provides dynamic
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TABLE VI
PERFORMANCE IN EER (%) FOR PUBLISHED VERIFICATION SYSTEMS

pressure and pen orientation information. It should be noted
that in our system we do not use this information because
we designed the system to be applicable also to devices that
do not capture such dynamic signals. This leads to a bias
in the comparison in favor of the reference systems. As for
the SVC-Task1, our system did not report results as compet-
itive as other works: while our methods were able to achieve
18.25% in EER, the EER of the next lower ranked work [39]
is 7.57%. Moreover, the EER for the random forgery test in
the TW method is 1.50%, which is among the best results
reported for this database. Apart from not using all available
dynamic sequences of this database, the limited EER obtained
in the skilled forgery test can be explained on the basis of this
particular database. In this database the signers were used to
signing with signatures composed of many components with
few strokes and without flourishes. In contrast, the signatures
in the other databases are composed of fewer components with
many strokes per component and with flourishes.

To conclude this section, we see that our SRSS mod-
els properly reproduce the intrapersonal variability and the
results were equivalent using more reference specimens in
training. Although useful results were obtained in the exper-
iments, improvements should be considered in the forgery
scenario [55] in order to mimic the lack of 5–10 more

reference signatures. In this case, multistroke signature gener-
ation among others could provide future improvement in the
duplication methods.

VII. CONCLUSION

In this paper, we present a theoretical and experimental,
novel SRSS that generates intrapersonal variability from the
synthetic generation of duplicated signatures from only one
signature. The duplicated specimens were produced from a
neuromuscular model based on the kinematic theory of rapid
human movements, and its sigma-lognormal parameters. This
is one of the most mature models widely used in pattern anal-
ysis applications and verification systems. Two methods were
presented to generate human-like duplicated signatures: the
first is based on SW distortion, whereas the second pursues
a TW distortion, directly applied to the position and orien-
tation of the action plan. Experimental results have revealed
that these approaches generate duplicated samples which are
indistinguishable, as is demonstrated by a visual Turing test.
Also, a performance-based test studied the behavior of the
SRSS on multiple public databases and several state-of-the-art
automatic signature verifiers. Our results suggest that, for the
random forgery test, our system performs similarly to methods
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that use five reference signatures. Furthermore, our system
achieves a slightly better performance in the skilled forgery
test when compared with the analyzed state-of-the-art sys-
tems which use more than one reference sample. Although
our results were competitive, to achieve a more accurate esti-
mation of the intrapersonal variability in order to cope with
skilled forgeries, more research is needed.

The future direction of this research follows up the study of
the real stroke variability under the sigma-lognormal model.
During signature execution the strokes are in general not con-
sistent across several genuine signatures. A stability study [56]
may be required to detect and align the stable strokes. As
such, this alignment would allow the investigation of the real
variability of the sigma-lognormal parameters per stroke and
per signer. Duplication methods can attract further interest in
automatic signature verifiers schemes which use more than
one reference signature to train. A proper configuration of
proposed methods could lead to accuracy improvements.

Finally, this novel framework opens the door to new com-
petitions on signature verification using a single signature as
reference. Also, it leads to work on signatures registered in
several scenarios such as Wacom-like or handheld devices,
where the dynamic features and the precision of the frame
rate is not as accurate as the signatures from tablets or LCD
devices [32]. This suggests the possibility of using hand-
held tablets for personal authentication in e-security problems,
where only one reference sample is available.
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